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Chapter 1

Overview



1.1 Introduction

The SANWatch browser interface is the proprietary software suite for Advantech’s
storage systems. SANWatch can be accessed via a web browser providing both the
computer and subsystems are online. Users are no longer required to install complex
desktop applications to the local computer because everything is available over the

network.
System  Seftings  Language  About ﬁ Replication Manager e Help @ Data Reload
De De taty
[EL Device List Default Group Name ~ ‘ (bsmtus - | yadl| System Performance | -’Capaci‘ty
E'hstmage prEp e
L SRR ead: 0.00 MB/s Free: 1.22TB Total: 1.22 TB
: E | Logical Volumes o — @ Tz O - -
g Drives = Memory: 0% Usage: 0%
-T Channels
3] Data Hosts
-E] Schedules
4 ";I"t Quick Setup for New Device Auto Discovery
. Discover and configure a new device through this step-by- Discover all devices that are connected to this server via
step setup wizard in-band or out-of-band connections
Add Device Remove Device
Add a device using its IP address or host name. Remove a device from the fist.
5] Edit Group
i Group devices together to simplify device management

Total connected device(s) 1  Disconnected: 0 £ Total Error event(s) 0 /™ warning: 9
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1.2

1.2.1

1.2.2

SANWatch, storage subsystems, and host computers can be connected in either an
in-band (via host links) or out-of-band (via a LAN management port) connection.
Because SANWatch is web-based, the GUI can be accessed from anywhere on the
network. The flexible connection schemes allow users to manage SANWatch accord-
ing to their specific needs and system configurations, particularly regarding the fol-

lowing two factors:

B Local management vs. remote management
B Full configuration vs. monitoring and notification

Storage Subsystems

A storage subsystem refers to a hard drive array (RAID subsys-
tems + JBODs).

Host Computer

The host computer refers to the computer to which the storage
subsystem’s host links are connected.

Remote Computer

The remote computer refers to a computer on the network to which
the host computer is connected via LAN.

In-Band Connection

In-band connection refers to the host computer and the storage
subsystems connected through host links: Fibre, SAS, or iSCSI
host connectors on the storage subsystem controller module.

Out-of-Band Out-of-band connection refers to the host computer and the stor-
Connection age subsystems connected through Ethernet: Management LAN
connector on the storage subsystem controller module.
Computer Hardware
Requirements u Broadband access
0S

B Microsoft Windows 7, 8 (32/64 bit), Windows Server 2003 R2,
2008/2012 (32/64 bit)

B Apple Mac OS X 10.5/10.6 or later

[ ] Redhat Linux

Browser

u Internet Explorer 7 or later

[ ] Firefox 3.5 or later

B Google Chrome v15.0.874 or later

Firewall

If the browser-based interface cannot be accessed in a Windows
environment (such as Windows Server 2003), the default network
firewall setting of the OS is most likely set to “High,” forbidding
users from entering the user interface as an administrator. Please
change the network settings in the OS.
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Chapter

Installation

This section lists the installation
procedures for SANWatch and
other software modules included
in the CD-ROM.




2.1

SANWatch installation requires Java version 6 or later. When installing SANWatch on
a computer (details provided in the subsequent section), the installation wizard or
scripts provided with the SANWatch installation CD will assist with Java 6 installation.
However, users can also download an installation package from http://java.com/
download to manually install a newer version.

Users wanting to install Java 6 via the SANWatch installation CD can skip to the next

section.

For Windows The Java installation package can be downloaded from http://
java.com/download.

For Mac OS X Before installing Java on a Mac, ensure the root user is enabled.

For instructions on how to enable the root user, visit Apple Support.
Manual installation of Java varies depending on the OS version.
For OS X Snow Leopard 10.6 or earlier, users can install Java
using Software Update (at the Apple icon > Software Update).

For OS X 10.7 Lion or later, users can install Java by downloading
an Java installation package from http://java.com/download.

For Linux Below are brief instructions on how to download and install Java for
Linux, and then enable Java in Firefox. For more options and
details, visit http://java.com/download.

Download the Java self-extracting binary file for Linux.

Change the file permission to be executable.

‘chmod atx jre-<version>-1linux-i586.bin ‘
Select the installation directory.

‘cd <directory path name> ‘
Run the self-extracting file.

‘./jre—<version>—linux—i586.bin ‘
Verify the jre <version> sub-directory under the current directory.
Go to the plugins subdirectory in Firefox.

‘cd <Firefox installation directory>/plugins ‘

Create a symbolic link.

In -s <Java installation directory>/plugin/i386/
ns7/libjavaplugin oji.so

Start Firefox, and run this applet to verify Java installation.
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2.2

For Solaris

Below are brief instructions on how to download and install the
Java 6 self-extracting binary file for 32-bit Solaris, and then enable
Java in Firefox. For more options and details, see Installation Pack-
age Overview > JRE Installation Procedures > JRE Plugin Installa-
tion Procedures for Firefox.

Download the Java self-extracting binary file for Solaris.
Change the file permission to be executable.

<SPARC processors> chmod +x jre-<version>
<update> -solaris-sparc.sh
<x86/x64/EM64T processors> chmod +x jre-<version>
<update> -solaris-i586.sh

Select the installation directory, and run the self-extracting file.

<SPARC processors> ./jre-6 <update> -solaris-
sparc.sh

<x86/x64/EM64T processors> ./jre-6 <update> -
solaris-i586.sh

Verify the jre1.6.0_<version> sub-directory under the current direc-
tory.

Remove the symbolic links to libjavaplugin-oji.so and libnpjp2.so
from the Firefox plugins directory.

Create a symbolic link to the Java Plugin in the Firefox plugins
directory.

In -s <JRE>/lib/sparc/libnpjp2.so

Start the Firefox browser.

Type about:plugins in the browser's location bar to verify Java
Plugin installation.

The methods and tools for SANWatch installation vary depending on the OS, but they
are designed to assist with installing Java 6 (optional) and launching the SANWatch
Installation Wizard.

For users who choose NOT to install the Java provided on the installation CD,
ensure Java 6 or later is already installed on the computer.

For Windows

From the installation CD, locate the “SANWatch” folder and open
“Setup.exe.” Proceed to the next section.

For Mac

From the installation CD, locate the “SANWatch” folder and open
“install.app.” Proceed to the next section.
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For Linux and Solaris Note: Users wanting to install the data host only instead of the GUI-
based SANWatch can skip to the next section.
Locate and copy the “SANWatch” folder on the installation CD to
your computer.
Open the command line utility of your OS (such as Terminal for
Linux), and log into the command line shell as root.
For Linux users, locate the “SANWatch” folder copied to your com-
puter, and browse the contents to ensure the “linux.sh” script is in
the folder. For users using Solaris, ensure “unix.sh” is in the folder.

[root@localhost ~]# cd <computer path>/fscom-

mand/

[root@localhost <computer path>/fscommand]l# ls -
1
-rw-r—--r--. 1 root root 4279 Jun 23 19:55

linux.sh

-rw-r—--r--. 1 root root 2037 Jun 23 19:55
unix.sh

If using Linux, make “linux.sh” executable, and then execute it.

[root@localhost <computer path>/fscommand]# chmod
+x linux.sh

[root@localhost <computer path>/fscommand]# ./
linux.sh

If using Solaris, make “unix.sh” executable, and then execute it.

[root@localhost <computer path>/fscommand]# chmod
+x unix.sh

[root@localhost <computer path>/fscommand] # ./
unix.sh

The first two sections of the script will guide users through Java
installation. If Java 6 or later is already installed on your computer,
you can skip Java installation by typing “no” and pressing Enter.
Otherwise, keep typing “yes” (shown below) and pressing Enter
until Java is installed on your computer.
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Khkkkkkkhkhhkkkkhhhkkkhhhkkkhhhhkkkxhhhhkkkhhhkkkkkhhkkkkkhh k%

Java-based GUI RAID Manager Installation Proce-
dure
Kkkkhkhkkkkkkhhhhxkkhhkhhhkkkkkhhkhkxkkhhhhxkkkhhkhkkxkkkkhkhkkx*

SECTION I: JRE <version> Installation

Would you like to install JRE <version> now?
Please type yes or no.

yes
Done.

Install JRE v1.6.0 25 finished!

SECTION II: Java Plug-in v1.2.2 Installation

Would you like to install Java Plug-in v1.2.2 now?
Please type yes or no.
yes

Java (TM) Plug-in 1.2.2 Pre-Release
Binary Code Evaluation License

Do you agree to the above license terms?

If you do not agree to the terms, installation
cannot proceed

Please type yes or no.

yes

The final section of the script asks whether users want to install
SANWatch. Simply type “yes” and press Enter to proceed to the
next section.

SECTION III: Java-based GUI RAID Manager Instal-
lation

*NOTE: To install and configure Java-based GUI
RAID Manager successfully,

We highly recommend you refer to INSTALLA-
TION GUIDE first.

Would you like to install Java-based GUI RAID Man-
ager now-?

Please type yes or no.
yes
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2.3 Installing SANWatch

This section explains how to install the entire web-based SANWatch GUI on various
OS platforms.

For the Linux platform, only the data host agent can be installed to reserve system
resources.

Installing SANWatch 1. Afterinitiating installation, users are guided to the SANWatch
Setup wizard. Click Next to continue.

EJ Advantech SANWatch Setup =) =] = -

Welcome to Advantech SANWatch Setup program.
This program will install SANWatch on your
computer or subsystem. It is strongly recommended

that vou exit all windows programs before running
this Setup program. Click Cancel to quit Sefup
program, or click Next to continue.

Back ’ Mext ” Cancel l

2. The installation program queries whether Full or Custom
installation is preferred. Users can specify the installation
folder here.

Choose Full installation if you intend to manage SANWatch
directly from the host computer. Then skip to Step 4.

] Advantech SANWatch Setup =) =] .

Click the type of Setup you prefer, then click Next
I:Z.:I Full

Install SAN Watch software, meluding its Meanagement Host
A gent, Data Host £ gent, and related files. Recommended for

most users.
() Custom

¥ou may choose the options you want o install. Recommended
for advanced vsars

Destination Folder

’ Back H Mext |[ Cancel ]
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3.  Otherwise, choose Custom installation, and in the Compo-
nent List section, select the module(s) required according to
the computer on which SANWatch is being installed.

] Advantech SANWatch Setup =) E@g

Check the components below to select
features for customized installation.

Available Components;

SANWatch Management GUI
Data Host Agent

Used for out-of-band flush only
[¥] Management Host Agent
System Files

Description

| Back | [ Newt 1| cancel |

If using DB Flush Agent to take snapshots with database
applications, select Data Host Agent and/or Out-of-Band
Flush Only. Click Next to continue.

I Advantech SANWatch Setup | =) E‘%

Check the components below to select
features for customized installation.

Available Components:

SANWatch Management GUI
Data Host Agent

d for out-of-band flush only

[¥] Management Host Agent
System Files

Description

Inztall the Data Host A gent only for host data flushing engaged
by Data Service.

[ Back ” Next ” Cancel ]
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4.  Select whether SANWatch is to be installed on a single host
computer or redundant host computers. For redundancy
mode, specify the IP addresses of the master and slave host
computers. If managing the RAID subsystem network using
dual computers, we strongly recommend first installing and
logging into SANWatch on the master host, and ensuring the
system is online before installing SANWatch on the slave

host.
] Advantech SANWatch Setup =2 lil_lﬂ
|
P

Select Single or Redundancy Mode of
Centralized Management

@ Single

) Redundancy: Master Host

Master-host IP: (1721712105

Slave-hostIP: |Please input slave-host IP here.

") Redundancy: Slave Host

Master-host IP: |Please input master-host IP here.

Slave-hostIP:  |[172.17.12.105

’ Back ]| Mext |[ Cancel ]

When installation is complete, restart the computer.

Installing data host 1. Extract the SANWatch installation package using the follow-
agent only (Linux ing command:
command line) unzip SANWatch [x.0.x.xx].zip

2. Navigate to the SANWatch directory:
cd SANWatch-[x.0.x.xx]

3.  Change the access permission of the executable file:
chmod 755 linuxCmd.sh

4. Run linuxCmd.sh:

./linuxCmd.sh

5. Type “yes” when prompted with the question “Would you like
to install Java-based RAID Manager now?”

6.  When asked whether to install all agents or selected agents
only, use the “-s /usr/local dataHost” command to install the
data host agent.

The data host agent should now be successfully installed and will

be activated automatically during system startup, eliminating the

need to manually start the service.
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2.4

2.5

Installation Procedures
(Windows)

Activate SANWatch and enter the EonPath directory in the CD-
ROM.

Select the suitable installation file and execute it.

File OS Version Bit
Eonpath- Windows Server 64-bit
v1.23.2.50 2K8 2K12_ x64 2008/2012

Eonpath- Windows Server 32-bit
v1.23.2.50_2K8 2K12_x86 2008/2012

Eonpath- Windows Server 64-bit
v1.23.2.50 2K8 2K12 x64 R2 2008/2012 R2
Eonpath-v1.23.2.50_W7_x64 Windows 7 64-bit

The setup wizard will appear. Follow the instructions and complete
the installation.

Restart the computer when installation is complete.

Open the Server Manager from Start > Administrative Tools >
Server Manager.

In Server Manager, select Action > Add Features.

In the Features list that appears, select Multipath 1/O and install it
(if not already installed).

Configuration Steps
(Mac OS)

Enter the “MPI1O” folder and follow the instructions.

Here is the version information. For more details, refer to the prod-
uct-to-version matrix from the vendor.

EonPath v2.01: MAC OS X 10.7

EonPath v1.01: MAC OS X 10.6

Configuration Steps
(Linux OS)

The multipathing driver is supported in Linux OS natively.

VSS (Microsoft VisualSourceSafe) is a package for creating virtual libraries of com-
puter files, including those in databases, in a Windows environment. VSS is required
for taking snapshots while using database applications (Oracle, SQL, MS Exchange).

Installation Procedures

Activate SANWatch and enter the “VSS” directory in the CD-
ROM.
Select the suitable installation file and execute it.

File os Bit
VSS-v1.0.1.23 x86 Windows Server 32-bit
VSS-v1.0.1.23_x64 Windows Server 64-bit

The setup wizard will appear. Follow the instructions to com-
plete the installation.

Reboot the computer when installation is complete.
Uninstalling/upgrading SANWatch
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2.6 Uninstalling/Upgrading SANWatch

Uninstalling The procedure for uninstalling SANWatch is the same as that for

SANWatch any other application. In Windows, go to Start > All Programs >
Advantech Inc > Uninstall SANWatch.

Upgrading To upgrade SANWatch to a newer version, uninstall the current

SANWatch version before installing the latest version. Visit the support site for

the latest version of SANWatch.

ASR-53001 Series SANWATCH User Manual 14



Chapter 3

SANWatch Interface



3.1 Introduction

System  Seftings Language  About I’% Replication Manager @ Help G Data Reload
Device Dev tatu
[EL Device List Default Group Q Name + ‘ Q}Status - | d System Performance | #Capacity
é-hsturage g P S ¥
[ ERdELE L Free: 122 TB Total: 122 TB
.jLug\r.alVolumes Storage @DK o -
g Drives Memory: 0% Write: 0.00 MB/s Usage: 0%
- Channels
{38 Data Hosts
*-FE] Scnadules
4% ‘Jﬁ Quick Setup for New Device Auto Discovery
/‘\-Jj Discover and configure a new device through this step-by- Discover all devices that are connected to this server via
step setup wizard in-band or out-of-band connections
Add Device Remove Device
L Add a device using its IP address or host name. Remove a device from the list.
» Edit Group
P Group devices together to simplify device management.

Total connected device(s): 1  Disconnected: 0 £ Total Error eveni(s): 0/ warning: 9

This chapter describes how to navigate the SANWatch Home interface and use the
functions available from there. Users can learn the basic GUI elements and how to
find online help tools, add and configure hardware devices (RAID subsystems or
JBODs), as well as configure data replication (volume mirror and volume copy) and
automatic event notifications.

3.2 Navigating the User Interface

3.2.1 Logging onto the User Interface

Logging onto the SANWatch Management Host Interface is easy and straightforward.
Simply double click on the SANWatch icon.

Log On The Log On screen will appear. Enter the password (the default
password is root) and click Login. (Check Remember Password to
automatically log onto the interface in the future.) The user inter-
face will appear.

Log Off Select the System > Log Off menu. The user interface will return to
the Log On screen.
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3.2.2

You can modify the default SANWatch login password, or set a new password for
storage subsystems.

Go To SANWatch Home > Top menu bar > Settings > Password Settings

Changing SANWatch Select the Management Host tab, click Change Password, and
Login Password enter the existing password and new password (twice for confirma-
tion). The default login password is root.

Password Settings

Management Host Subsystem

Currently Connected Management Host

|P Address: 127.0.0.1

| Change Password |

Old Paggword: I

Mew Password:

Confirin Mew Fasswoard:

Assigning a Password [ afier setting up a password for the subsystem, users will need to
to a Subsystem input this password whenever they wish to access or configure the
hardware settings for that subsystem.

Select the Subsystem tab to view the list of subsystems and their
passwords.

Highlight the storage subsystem from the list and click the Edit
Password button.

| Edit Password |

Enter a new password.
Set Subsystem Password

Set Subsystem Passwaord

Subsystem Passwoaord: | |

After specifying a password, users will be asked to enter the pass-
word when accessing the hardware device page.

Enter Subsystem Password

Please enter the password to enahle configuration of this device.

Suhsystermn Password: |nn

[T Save Password

0K | | Cancel
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3.2.3 Getting to Know the User Interface

L] 1
System  Seftings Language  About Iﬁ' Replication Manager @ Help @ Data Reload
[EL Device List Defaut Group || ]| Name = | f?;, Status + | ﬂsyshern Performance ‘ &Capacity
=l Storage S 2 ST
- SRAEL SR L Free: 122 TB Total: 122 TB
_jLuglna\anumes Storage @ oK o I °
<P Drives e emory: 0%  Write: 0.00 MBis Usage I 0%
‘T Channels
-5 Data Hosts
~FE schedules
x !,;\;, Quick Setup for New Device (\ Auto Discovery
/U Discover and configure a new device through this step-by- ’& Discover all devices that are connected to this server via
step setup wizard in-band or out-of-band connections
Add Device Remove Device
L Add a device using its IP address or host name. Remove a device from the list.
» Edit Group
P Group devices together to simplify device management

Total connecfed device(s): 1  Disconnected: 0 £ Total Error event(s) [| /1 warning: 9

4 5 6

Display Element Description

1: Top menu bar (Left) The menu items located at the top left allow users to export the
system settings, log off/shutdown the subsystem (NOT supported
by EonServ), configure notifications and passwords, change the
display language, and view the SANWatch version information.

2: Main window The current status and configurations of the item chosen in the left
sidebar will appear in this area.

3: Top menu bar Users can access the Replication Manager to configure and run

(Right) data replications, Online Help (this help document), and refresh the
screen contents.

4: Side column Users can view the system configurations (device sidebar) or stor-

age configurations (pool sidebar) in a tree structure for an overview
of the entire system. Details of the chosen (highlighted) item will
appear to the right in the main window area.

5- Status bar Summary of current device configurations and system events are
updated in the bottom status bar.

6: Shortcuts in the Convenient shortcuts to major functions are available for the item
tasks section highlighted in the sidebar/main window area.
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3.2.4 Navigating the Interface

Although SANWatch is a browser-based software, most operations are designed as
intuitive, desktop-like features.

Selecting an Item If the mouse cursor shape transforms into a pointing hand when
hovered over an item, users may select this item. The text color
may also change, as shown in the following example.
(Example: Pool List > Pool 1)

38 Pool List e s
= b P00|1 j Pool List
+ b

NI

Depending on the item selected, a drop down list may appear
when the mouse cursor is hovered over the menu.
(Example: Language menu)

ngs Language igs  Language
; English
Deutsch
Default Group —
— Francais
Pyccrmil
BEE
AER
5L
Changing the Clicking on the small triangle icon next to a column header
Sequence reverses the order of a list.
@ name ~ — € ||Name -
Closing a Pop-Up Click the Close/Cancel button at the bottom
Window [ camcel | [ dese | qrelickthe ¥ icon at the top

right to close a pop-up window.

Refreshing the Screen Click the Data Reload menu at the top right bar. The user interface
contents will be updated to the latest status.

@ Help @ Data Reload

A sign may appear on the device icon (x or ywhen there are
events that require the user’s attention.

Event Notices
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3.3

3.31

Working with the Devices View

This chapter describes how to monitor and configure the hardware; for example,
RAID subsystems, JBOD expansion enclosures, and hard drives.

Viewing the Hardware List and Status
All hardware information can be accessed via the device sidebar of the user inter-

face.
Go To SANWatch Home > Device sidebar > Device List
Steps Click the Device tab in the left sidebar and a list of hardware recog-

nized by the system will appear.
The hardware status summary will appear to the right, in the main
screen.

Ej Mame = %Smms - i System Performance I
CPU: M Read: 0.00 MB/s

e ProvEaE Q ox " Memory: (%6 Write: 0,00 MBI

System Performance

To enable monitoring of the system performance, check the
System Performance checkbox.

‘ il System Performance

CPU: 0% Fead: 0.00 MB/=
Mermory: 0% Wirite: 0.00 MBJ/s

7l

Because the monitoring function affects system performance, this
function is disabled by default.

System Status

The system status column shows the status of each hardware
device.

If system events have been reported, users can click the Recent
Event link to view all events related to that hardware device.

@ Failure

[Recentevent 4 2, ]

= Slave
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Event Log

Al Events [ Al Types M|
Evel

Index ~ |Severity | Type |Date/Time nts

1 20130326 10:51:31 | CHL:0 Host Channel link is down (slot A)

2 20130326 10:51:31 | CHLA Host Channel link is down (slot A)

3 20130326 10:51:31 | CHL:2 Host Channel link is down (slot A)

Qe Qe
2 & & 8

4

2030326 10:51:31 | CHL:3 Host Channel link is down (slot A)

To refresh the status (to ensure the hardware status has been
updated), click Data Reload on the top menu bar.

Iﬁ' Replication Manager @ Help @ Data Reload

3.3.2 Adding a New Device (RAID Subsystem or JBOD Expansion

Enclosure)

To configure a RAID subsystem or JBOD expansion enclosure via the SANWatch
browser interface, simply connect the device to the network and use the one-touch
device discovery functions introduced in this section.

Prerequisites

Before adding a subsystem/JBOD to the user interface, ensure that

the subsystem is connected to the network and has been assigned

a valid IP address.

If using Internet Explorer, go to Tools > Internet Options > Security,

and then execute the following procedures before adding a new

device:

B Click Sites and add 127.0.0.1 to the list of trusted websites.

B Click Custom Level and enable Active Scripting under Script-
ing.

Go To

SANWatch Home > Device sidebar > Device List > Tasks section
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Steps Users can add (discover) a device using two methods, that is,
specify a known IP address or search a range of IP addresses.

Specifying an IP Address
Click Add Device in the Tasks section.

% Add Device
LIS Add & device using it= [P address ar host name.

Enter the IP address of the device.

Device IP Address |1E|.D.EI.222 |

Assign Group Default Group j | Create Group |

By default, the device will be added to a device group called
Default Group. Users can assign the device to a different group or
even create a new group. (To learn more about device groups,
refer to the next section of this manual.)

Assign Group Default Group j | Create Group |

Default Group

The device will be added to the host computer. Click Cancel to stop
the process.

Progress

Connecting to the devicehaost ..

e e

10%  completed

The new device will appear in the sidebar when done.

Searching for a range of IP addresses

The Auto Discovery function can be used to search for a device if
the specific IP address is unknown but the subnet range is known.
(This function can also be used to search multiple devices within a
range of IP addresses.)

{ﬂ Auto Discovery

Dizcover all devices that are connected to thiz server via
in-band ar out-of-band connections.

Enter the range of IP addresses.

IF Address Range from | 172.27.120.1 0| 172.27.120.254) |

Assign Group Default Group j | Create Group |

By default, the device, if found, will be added to a device group
called Default Group. Users can assign the device to a different
group or even create a new group. (To learn more about device
groups, refer to the next section of this manual.)

Click Start. The new device will appear in the sidebar when done.
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3.3.3 Removing a Device (RAID Subsystem or JBOD Expansion

Enclosure)

Devices can be easily removed/deregistered from the system. User data and device
configurations are not affected; the device is simply deregistered from the system.

Go To

SANWatch Home > Sidebar > Device List > Tasks section

Steps

Click “Remove Device”.
Eemove Device
Remove a device from the list.

Select the device for removal.

Remove Device

Specify specific device(s)

[~ Device Name

[~ Slave

Click “Remove” at the bottom to remove the device.

3.3.4 Editing Groups and Group Assignments

Users can organize devices into groups for convenient management of complex net-
works that comprise clusters of devices, especially if they feature multiple identical

models.

Notes

B All devices must be assigned to a group. (By default, all
devices are assigned to a group called Default Group.)

B Devices cannot be assigned to multiple groups.

B All groups are listed in the sidebar.

rETpEUceT—
E\_DE\HCE List I Default Group

B e Master
BB} Logical Volumes
w Drives
T, Channels
B Data Hosts
i schedules

¥ o Slave I ey Broup a
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Creating a Group Go to SANWatch Home > Sidebar > Device List > Tasks section
Click “Edit Group”.

a:n, Edit Group
Group devices together to simplify device management.

Check the box next to the device to be added to the new group and
click “Create Group” at the bottom. Input a group name and click
“OK!Y.

Group Mame ||

Renaming a Group Go to SANWatch Home > Sidebar > Device List > Tasks section
Click “Edit Group”.
Click to highlight the group to rename and click “Rename Group”.

Only the Default Group cannot be renamed.

Enter the new name and click “OK”.
The new group name will appear in the list.

Reassigning a Device Go to SANWatch Home > Sidebar > Device List > Tasks section
to Another Group Click “Edit Group”.

Check the device to be reassigned to a different group.

Edit Group

Default Group

[T Master

w Slave

Hew Group

Click “Move Device” and select a group from the drop-down list.

| Create Group | | Rename Group | Move Device | Close |
Group Marme |defau|1 j
default

Mew Group 2

Click “OK” and the device will be assigned to a different group.

Remove a Group Go to SANWatch Home > Sidebar > Device List > Tasks section
Click “Edit Group”.

Click the name of the group to remove, click “Delete Group”, and
click “Yes” in the confirmation message that appears.

All devices assigned to the group will be moved to the Default
Group.
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3.3.5 Exporting System Settings

Go to SANWatch Home > Top menu bar > System > Export System Infor-
mation

System  Settings  Language

Export System Information

Shutdown Device

Test Event

Logout vantech

Steps The list of connected devices (RAID subsystem or JBOD) will
appear. Check the device(s) for exporting system information and
click “OK".

The system information will be archived in a zip file (text format)
and downloaded to a folder on the computer.

3.3.6 Resetting/Shutting Down the System

Before resetting or upgrading the subsystem, ensure all current tasks are completed
and the system information is exported if necessary.

Go to SANWatch Home > Top menu bar > System, and select Shutdown
Device from the menu.
Steps The list of connected devices (RAID or JBOD) will appear. Check
the device to be shut down and click “OK”.
Shutdown Device x |
Select one or more devices to shuldown. -
ilable Devices Volumes/Partitions in Use '
[¥IName ~ Model IP Address v JBOD v
ASR-53001 192.168.0.1 0
Caution: All currently used volumes will become unavailable for the host(s) after the shutdown.
[ oK T = ]|

Currently used storage volumes will become unavailable for hosts
and users after shutting down the device. (The user data on the
device will remain intact.)
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3.4

Replication Manager

Select an existing replication pair to reconfigure the data protection settings, or create a new pair. -

Replication Pairs:

Hame Twpe

Functions:

~
Priority |Progress | Status Description Infarmation
€ Metwork Diagnostic Tool
€3 Create Replication Pair
Delete Replication Fair
Edit Replication Pair
Pause / Resume
Synchronize
Asynchronize
Split
Mapping

Target Wolume Auto Mapping =

Switch =l

| Close |

Volume copying and mirroring can be conducted within a single subsystem or across
physically distant locations. For RAID systems, no difference exists between local
replication and remote replication in terms of usage but the license is separated.
Users should ensure they have the correct license (local replication or remote repli-

cation).

Note

For users trying to perform volume copying or mirroring between
two volumes that belong to subsystems on different networks, the
system’s firewall settings may prevent management software from
communicating with RAID systems and block data transmissions.
In such cases, users (or the system administrator) may need to
open certain TCP/IP ports to allow SANWatch and subsystems to
communicate with each other through the firewall. Check the TCP/
IP and UDP port list in the Appendix chapter.

Firmware Version on
Remote Replication

Remote replication should only be executed if the same firmware
version is shared among the subsystems involved (source and tar-
get devices).

3.4.1

All replication-related operations can be accessed and executed from the Replication
Manager window. Users can create new replication pairs, view the progress, and

reconfigure settings.

Go to

SANWatch Home > Top menu bar > Replication Manager

IJ:?" Replication Manager (@) Help (9 Data Reload
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Steps

When the Replication Manager window is opened, a list of currently
available replication pairs and their status will appear to the left.

Replication Manager x
Selectan existing replication pair to reconfigure the data protection settings, or create a new pair. _

Replication Pairs: Functions: 1=

Name Type Priority | Progress | Status Description () Information

Wolume Mirror 1 Wolume Mirror | Mormal |- Mirrar L (N B U]

ﬂ3 Create Replication Pair
€ Delete Replication Pair
£ Edit Replication Pair
Pause f Resume
Synchronize
Asvnchronize
e Split
(3 mapping
Targetvolume Auto Mapping  —
2. Switch =

Available functions are listed in the sidebar to the right. To view the
configurations of replication pairs, click “Information”.

Functions:

@ /nformation

£ Metwark Diagnostic Tool
€3 Create Replication Pair
3 Delete Replication Pair

Detailed information about the replication pair will appear.

Replication Pair Information

Pair Details
Fair 1D: TEZFOT 3911419037
Created Time: 030262013 19:20 PM
Completed Time: 032672013 21:20 P
Split Time: The pair has not heen =plit yet.

Syne Commenced Time: 032672013 21:20 P

Source Details

MName: irtual Yolure 1
Foal: Fool 2

Yolurme Set 1D: AFAFAAIEZSB04543
Mapped: [ [a]
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3.4.2 Diagnosing the Network Status for Replication

Users can check the devices available on the network to determine whether remote
replication pairs can be safely created between devices.

Go To

SANWatch Home > Top menu bar > Replication Manager

Steps

Click Network Diagnostic Tool.

Functions:

Information

| € Metwork Diagnostic Tool |

€3 Create Replication Pair
Highlight the source device to be diagnosed and click “Next”.
Highlight the system to be diagnosed and click “Next”.

Specify the diagnostic data packet value (64 K each). Valid values
range between 1 and 10000.

Number of Diagnostic Packet: | 1EIEI| | (1-10000)

Click “Diagnose” to view the diagnosis results.

Network Diagnostic x

Diagnostic Result
The following result shows the bandwidth of all channels from the source device to the target device.

Source Device: Model’ DS 30166, Name: , ID: 80000, IP:10.10.1.1

Target Device: Madel: DS 30166, Mame: Target, [D: 80084, 1P 127.0.0.1

Humber of Diagnostic Packet: 100

Source Link Target Connected Received Time Rate Xfer |Lost | Latency
SlotCHD Up SlotCHD 0K 100100 8.478ms 737 ImBls
Slot/CH:A Down

SIotA/CH:2 Dowin

SlotA/CH:3 Down

I~ Auto Refrash (10 seconds)

Step3 /3 [ Ewportiog | Refresn | Close ]

The Link column shows whether the source and device systems
are connected or not (and whether they can form a remote replica-
tion pair).

Source Link Target
SlotA/CH:0 Up SlotyfCH:0
Slota/CH:1 Dovh
Slota/CH:2 Dovh
Slota/CH:3 Dovh

To automatically refresh the status, check the Auto Refresh box.
To export the results to a local folder, click “Export”.
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3.4.3

If the target partition contains snapshot image(s), a volume copy cannot be created.

For more information about snapshots, go to the following location and click the Help
icon at the top-right corner:

SANWatch Home > Device sidebar > Device List > device name > Logical Volumes
> LV name > Partitions.

Go to

SANWatch Home > Top menu bar > Replication Manager

Steps

Click “Create Replication Pair” in the Functions area.
a. Method 1: Select the source device from an existing
partition and click “Next”.

v Select exist volurme for replication pair creation

{ Create a new volurme as the source of replication pair

Select the source device and click “Next”.

Soanrce Dendce: Storage ﬂ

The list of available partitions will appear. Highlight (yellow) the
source and click “Next”.

Partition Name Logical Volume Status Tatal Capacity
Partition 1 Logical Volurme 1 The volume has heen mounted. 10 GB
Partition 2 Logical Yalume 1 The valume has been mounted 10 GB

Partition 3 Laogical volurme 1 The volurme has heen mounted. 10GB

Select the target device (hardware) from the drop-down list. If the
Local option is selected, the source and target partitions will be
located on the same subsystem.

Target device: Lacal j

The list of available logical volumes or pools will appear. Highlight
(yellow) the target logical volume or pool and click “Next”.

Logical Volume Logical Drive Amount Status Total Capacity

Lagical Yolume 1 2 logical drive(s) On-Line 409.44 GB
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b. Method 2: Create a new partition as the source.

= Select existwolume for replication pair creation
¢ Create a new volume as the source of replication pair

Click “Next” to create a new partition.

Create Replication Pair

Configure the parameters of the parition.

Pariion Name: Partition 8 |

o [co =

[+ Initialize Partition After Creation

= Enahble Thin-Provisioning

Minimum Reserved Space

u ce KT

™ Map Pardtition to Host

Enter the name of the volume copy.

Replication Pair Mame: Walume Cnpﬂ

Set up the volume copy schedule.

 Yolume Copy

= Schedule 01092013 ﬁ|3 ;|:|E ;l

Schedule Name: Mew Schedule 1 |
Operation Priority: |Nurma| ;l
Remate Timeout Threshold: |3D Seconds ;I

To schedule the volume copy process, check Schedule.

Click in the schedule box and set the date, time (24-hr format), and
priority by clicking the date in the calendar and choosing time and
priority from the drop-down boxes, then click “Next”.

pamizotd |3 M3 =

4] April 2014 0

Su Mo Tu We Th Fr 5Sa
=]

m 2 3 4 5

(] T ] 9 10 11 12

13 14 15 16 17 18 13

20 M 22 23 24 25 26 E
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If the source and target partitions are on located on different sub-
systems, users may click “Diagnose Network” to check the network

connection status.

Set the number of diagnostic packets.

Humber of Diagnostic Packet:

[ (1-10000)

Click “Diagnose” to view the connection status.

Source Device: Model: Storage , Mame: | 1D 80000, IP: 10010011
Target Dendice: Model: Storage , Mamsa: | 1D 90054, 1P 127001
Humber of Diagnostic Packe: 100
Source Link Target Connecied 1
SlotdCHD Lip SlothCHD O
SlotACHA Doovem
SlotACH Duivm
SlotACH 3 Drivwm

I Ao Refresh (10 seconds)

A summary will appear.

Surmimany
Nanme

Tpi
Frigriby
Schedule:

Summary of Source
Dhivic

Logical Volume Marme:
Mame
Size:

Surmmary of Target
[l
Logical Volume Marme;
Mame

Size:

ValurmeMimar 3
Synchronous Volurme Mimor
Norrnal

None

Storage 101011
Logieal Violurme 1
Partition 1

10 GB

Storage ,10.101.1
Logical Volume 1
Partition &

10 GB

Confirm all settings and click “OK” to create a replication pair.
A progress window will show the creation progress.
The newly created replication pair will appear.

Name Type Priority | Progress | Status Description
Walurme Copy i Marmal Uninitialized
Wolurme Mirror 1 Wolurme Mirror Formal Split

If the volume copy has been scheduled, it will appear in the Sched-
ule view. Click the Schedules menu in the sidebar.

5"'@Schedules

Hame

F= volume Copy Schedule

Type

Yolume Copy, Once
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Parameters The remote timeout threshold option allows
users to avoid breaking a remote replication
pair when the network connection between the
source and the target is unstable or too slow.
Users can choose how long the controller will
wait (timeout). The replication pair will receive
superior protection with a lengthier timeout
period, but fewer interruptions can impact the
host performance. The reverse is also true:

Remote Timeout shorter timeout --> less impact --> more risk of
Threshold breaking the pair apart.
Enabled:
Depending on the situation, the controller either
splits or halts the volume mirroring when no
network activity occurs for the length of the
timeout period.
Disabled:
Host I/O may be seriously impacted when the
network connection is unstable.

This option is for remote replication pairs only. For local replication
pairs, this option is disabled.

How Remote Timeout Stage 1: Syncing has been interrupted.

Threshold Works Background syncing will be paused for the wait (timeout) period
(default: 30 seconds) before being resumed.
Stage 2: Fails to sync to the remote target.
If the target volume cannot be found, the unsynced data blocks will
be marked. The system will continue syncing the next data blocks.
An event will be posted.
Stage 3: Still fails to sync to the remote target.
The system attempts to sync the marked data blocks several times.
If the target volume is not found, syncing will be aborted and
unsynced data will be marked. An event will be posted.
If the system reboots before the sync retry count reaches the
threshold, the sync operation will be restarted after the reboot and
the retry count will be reset.
Stage 4: Replication pair is marked as abnormal.
The status of the split replication pair will be updated as abnormal
to warn users against creating a host LUN map with the abnormal
target volume.

Viewing the Progress The newly created replication pair will be initialized upon creation
or according to the schedule. Users can pause (and resume) the
process.

The length of each process depends on the capacity of the replica-
tion pair. In some cases, the process finishes within a matter of
seconds.

When initialization has been completed, the status of the replica-
tion pair will change to Completed.

If network connection is lost during the process, the status of the
replication pair will change to Non-Complete.
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3.4.4

Notes

] If the target volume contains a snapshot image(s), a volume
mirror cannot be created.

u Synchronous mirroring is NOT recommended over WAN con-
nections as high 1/O latency can cause the process to fail.

Go to

SANWatch Home > Top menu bar > Replication Manager

Users can also schedule the creation of volume mirrors. For more
information, visit the following location and click the Help icon at
the top-right corner:

SANWatch Home > Device sidebar > Device List > device name >
Schedules

Steps

Click “Create Replication Pair” in the Sidebar.

Select the source from an existing volume or create a new source
volume and click “Next”.

f* Select exist volume for replication pair creation

 Create a new volurme as the source of replication pair

Select the source device and click “Next”.

Soanrce Dendce: Storage ﬂ

The list of available partitions will appear. Highlight (yellow) the
source and click “Next”.

Partition Name Logical Volume Status Taotal Capacity
Partition 1 Logical ¥alume 1 The valume has been mounted 10 GB
Paition 2 Logical Volurne 1 The volume has heen maounted. 10GB

Partition 3 Laogical Volurme 1 The volurne has heen mourted. 10 GB

Select the target device (hardware) from the drop-down list. If the
Local option is selected, the source and target partitions will be
located on the same subsystem.

Target device: Laocal j

The list of available logical volumes or pools will appear. Highlight
(yellow) the target logical volume or pool and click “Next”.

Create a new partition as the source.

 Select existvolume for replication pair creation

f* Create a new volurme as the source of replication pair

Click “Next” to create a new partition.
Enter the name of the volume mirror.

Renplication Pair Marme: “olume Mirror
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Set the volume mirror priority and type.
&+ Valure Mirrar

Operation Priority: Mormal j
valurme Mirror Type: {* Synchronous Mirrar € Asynchronous Mirror
30 Seconds j

The options “Support Incremental Recovery” and “Compress Data
Before Transmission” are only available when the source and the
target reside in different locations (remote replication).

By default, “Support Incremental Recovery” is always enabled for
synchronous mirroring, and disabled for asynchronous mirroring.

Set the remote timeout threshold. This option defines the duration
of time that the system will continually attempt to establish a
remote replication connection with the target device. If the specified
timeout period is longer, the stability of the remote replication con-
nection will increase because of fewer disruptions, but the system
performance will be affected.

This option is only available when the source and the target reside
in different locations (remote replication).

Users can click “Diagnose Network” to check the network connec-
tion status.

Set the Number of Diagnostic Packets
Click “Diagnose” to check the connection status.
Click “Next” to view a summary.

Summary
Marme: Wolume Syne Mirror 2
Descriptian:
Type: Synchronous Wolume Mirrar
Priority: MHormal
Schedule: MHone

Summary of Source
Cevice: Master, 10.0.0.5
Fool Marme: Foaol1
Marne: Wirtual Yalurme Source Testl
Size: 20 GB

Summary of Target
Device: taster, 10.0.0.5
Fool Marme: Fool 2
Mame: Wirtual Wolume Target Test 1
Size: 20 B

Click “OK” and the new replication pair will appear in the list.

Name Type Priority | Progress | Status Description
Walume Mirror 1 “alurme Mirrar Mormal |- Split
wWalume Sync Mirror 2 wolume Mirror  |Mormal - |- Mirrar
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Parameters

When synchronous mode is enabled, the host
writes data to both the source and the target
simultaneously. In asynchronous mode, the

ii;ﬁz:::g(r::lsjls host I/O is allocated to the source volume only
for higher bandwidth and optimized perfor-
mance. New data is written to the target later in
batches, avoiding heavy I/O traffic.
Allows users to return to the source volume if
Incremental recovered. New data accumulated in the target
Recovery volume during downtime is then gradually cop-

ied to the source volume.

If the bandwidth is insufficient for asynchronous
Compress Data mirroring, data compression reduces the
required 1/0.

This option impacts the subsystem performance by requiring extra
computing power.

The remote timeout threshold option allows
users to avoid breaking a remote replication
pair when the network connection between the
source and the target is unstable or too slow.
Users can specify the duration of time that the
controller will wait (timeout). The replication
pair will be better protected if the timeout period
is lengthy, but fewer interruptions impact the
host performance. The reverse is also true:
Remote Timeout shorter timeout --> less impact --> more risk of
Threshold breaking the pair apart.
Enabled:
Depending on the situation, the controller either
splits or halts volume mirroring if no network
activity occurs for the duration of the timeout
period.
Disabled:
Host 1/0 can be seriously impacted when the
network connection becomes unstable.

This option is for remote replication pairs only. If you create a local
replication pair, this option will be disabled.

How Remote Timeout Stage 1: Syncing has been interrupted.

Threshold Works

Background syncing will be paused for the wait (timeout) period
(default: 30 seconds) before being resumed.

Stage 2: Fails to sync to the remote target.

If the target volume cannot be found, the unsynced data blocks will
be marked. The system will continue syncing the next data blocks.
An event will be posted.

Stage 3: Still fails to sync to the remote target.

The system attempts to sync the marked data blocks several times.
If the target volume is still not found, syncing will be aborted and
unsynced data will be marked. An event will be posted.

If the system reboots before the sync retry count reaches the
threshold, sync operation will restart after the reboot and the retry
count will be reset.

Stage 4: Replication pair is marked as abnormal

The status of the split replication pair will be updated as abnormal
to warn users against creating a host LUN map with the abnormal
target volume.
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Viewing the Progress The newly created replication pair will be initialized upon creation
or according to the schedule.

The length of each process depends on the capacity of the replica-
tion pair. In some cases, the process finishes within a matter of
seconds.

When initialization has been completed, the status of the replica-
tion pair will change to Completed.

If network connection is lost during the process, the status of the
replication pair will change to Non-Complete.

3.4.5

Go To SANWatch Home > Top menu bar > Replication Manager

Editing a Pair Highlight a replication pair (yellow) in the list.
Click “Edit Replication Pair” in the sidebar.
Users can change the name and priority of the replication pair and
add a short description.

Deleting a Pair Highlight a pair (yellow) in the list.
Click “Delete Replication Pair” in the sidebar.
Deleting a volume copy pair removes the relationship between the
source and target volume; however, the logical volumes or pools
themselves stay intact.

We recommend deleting volume copy pairs once the volume copy
task has been completed as the pair only serves as a reference
log.

However, DO NOT remove a volume copy pair if the volume copy
has not been completed. If removed prematurely, the target volume
data will become corrupted and thus unusable. The ongoing task
will also be interrupted.

3.4.6

Go To SANWatch Home > Top menu bar > Replication Manager
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Steps

Highlight the replication pair (yellow).

Name Type Priority

Remotetirror 2 Yolume Mirror MHormal

Click “Mapping” in the sidebar.
Split

R Mapping
Target Vaolume Auto Mapping

Select whether to map the source or the target (mapping to the tar-
get is not always available depending on the replication pair’s con-
ditions)

 Source Replication Pair far Mapping

= Target Replication Pair for Mapping

Click “OK” to select the channel and click “Create”.

Host LUN Mapping

hap this padition to the host or man

¥ CH & Target - LUN +

¥ 0 112 0

V1 12 0

The mapping configuration window will appear.

# Create a host LUM mapping set automatically.

® Fibre 16 Gbps iI5CS1 1.0 Gbps

Customize the host LUM mapping configurations.

Fibre 16 Gbps iI5CS1 1.0 Gbps

—SlotA
Channel 0 Channel 1
—SlotB
Channel 0 Channel 1
Customize the LUM Number: | v |

Use Extended Host LUN Functionality:

Host ID/Alias | v |
Host D Mask |FFFFFFFFFFFFFFFF |
Filter Type |Include v |
Access Mode | Read\Write - |

[ configure Host ID/WWH Alias |
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Automatic Configuration
To allow the system to conduct LUN mapping automatically, check
the Automatic Configuration option. For hybrid models, select the
host type.
& Craate a host LUM mapping st autamatically

® Fibre 16 Gbps ISCS1 1.0 Gbps

Customize the hast LUN mapping -c-:-nfl-;urah NS

# Fibre 16 Gbps 581 1.0 Ghps

Manual Configuration
To manually configure LUN maps, check the Customize option and
select the channels.

# Customize the host LUN mapping configurations.

# Fibre 16 Gbps iSCS11.0 Gbps

—SlotA
|#| Channel 0 |« Channel 1

—SlotB
|#| Channel 0 ¢ Channel 1

[ Customize the LUN Mumber: | 1 v |

| Use Extended Host LUM Functionality:

Host IDiAlias | v |
HostID Mask |FFFFFFFFFFFFFFFF |
Filter Type |Include v |
Access Mode |F\'Eﬂd.-"'v"vrl'it9 v |

[ configure Host ID/WWH Alias |

Select the LUN number from the drop-down list.

+| Customize the LUN Number 1 L4

Click “OK”. A list of host LUN mapping configurations will appear in

the window.
Host LUN Mapping ]
Map this patition to the host or manage existing LUN mappings ’

TCH & Target + LUN = Host ID + Alias Priority - Filter Type « Access Mode

o 112 1} - - - Include

1 112 0 - - - Include

rz 112 a - -- - Include

s 112 1} - - - Include

[ Create H Delete H Cancel

(To delete LUN maps, check the channels to be deleted and click
“Delete”.)
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Using Extended LUN  [£,tended LUN Mapping is available only for manual configuration.

Mapping (Fibre Click “Use Extended LUN Functionality” and enter or select the
Channel)
parameters.

v Use Extended Host LUN Functionality:

Host IDUAlES 2100001 B32217B20 j
Host 1D Mask FFFFFFFFFFFFFFFF

Filter Type Include j
Arcess Mode Read \Write j

u Host ID/Alias: Specifies the host ID, refers to the WWPN port
name.

B Host ID Mask: Functions as a prefix mask in hexadecimal.

B Filter Type: Specifies whether to allow (include) or forbid
(exclude) WWNs from access after filtering.

B Access Mode: Specifies the host’s access right to LUN maps,
with read-only and read-write options.

B Configure Host-ID/WWN List (enabled only when Extended
Host LUN Functionality has been enabled.)

EditHost IDvAlias ’

Alias Group Host ID / WAWH Controller

Alias 2101001B32A8631C SlotA

| Add | ‘ Edit | | Delete | | Assign Group ‘ | Unassign Group | ‘ Close |

In the Edit Host-ID/WWN list window, click “Add” to create an entry
and enter the node name (WWN Name) for identifying HBA ports in
SAN. An HBA card may have one node name and multiple port
names. The node name can be a nickname, such as
“SQLserver_port”, instead of the real name.

Add WWN

AddiEdit Host IDVAlias

HostIDiAlias 2100001E32917890 =| [ add |

Alias:

|. 114 | | Cancel |

Click “OK”. Repeat the above process to create additional LUN
maps, especially if multiple HBA ports are accessing the same vir-
tual volume (e.g., in high-availability applications).
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Assigning a WWN to a Group

A WWN group allows multiple host LUNs to be accessed in a sin-
gle mask. This is useful in a clustered storage server environment.

To create a group and assign it a WWN, highlight a WWN (yellow).

Alias Group Host ID N"AVN Controller

Alias 2100001B832917680 Slat A

Click “Assign Group” and select the group from the drop-down

menu.
WWHN group
Wi Mameis)
Host ID: 210000183291 7840
Group: Group 1 j | Add -

| 0K | | Cancel

To add a new group, click “Add” and enter the group name.

Meww Group |Gr|:|up 1 |

The group name will appear in the list.

Alias Group Host ID /AN Controller

Alias Group 1 2100001 B3231 740 SlotA

To unassign a WWN from a group, click “Unassign Group”.
Deleting a WWN Name From the List

Highlight a WWN in the list and click “Delete”.

Changing the Alias Name

To edit the alias name of the WWN, click “Edit” and enter a new
name.

Edit WWN

Add/Edit Host IDFAlas

Host IDiAlias 210000183291 7850

Alias: H&Iias

0K | | Cancel
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using. Extended LUN ‘Extended LUN Mapping is available only for manual configuration. ‘

apping — . "

(iSCSI Channel) Click “Use Extended LUN Functionality” and enter the parameters.
v Use Exended Host LUM Functionality:

Alias |
Filter Type Include ﬂ
Atcess Mode Read/Write j
Priority Morrmal j

| Configure iISCSI Initiator Alias |

B Alias: Specifies a pre-configured iSCSI initiator instance. To
create a new initiator alias, click “Configure iSCSI Initiator
Alias”.

B Filter Type: Specifies whether to allow (include) or forbid
(exclude) initiators from access after filtering.

B Access Mode: Specifies the host’s access right to LUN maps,
with read-only and read-write options.

B Priority: Specifies access priority. For example, high priority
can be assigned to volumes that serve applications, and low
priority to volumes that store archives or user data.

Configuring iSCSI Initiator Alias
Click “Configure iSCSI Initiator Alias”.

Caonfigure iSCS| Initiator Alias -

Alias: Group Host 1QH: Username: Target Name: IP Address: Metmask:

Add | ‘ Edit | ‘ Delete | ‘ Assign Group | ‘ Unassign Group | ‘ Close
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Click “Add” to create an entry and enter the parameters.

Hast Ian: [ add

Alias:

Username:
Password:
Target Mame:
Target Password:
IP Address:

Metmask:

B Host IQN: Advantech’s storage IQN is composed of the sys-
tem serial number and 3 more digits in the following format:
iqn.2002-10.com.advantech:raid.snXXXXXX. XXX
6 digits of the serial number follow “sn.”

The next 3 digits denote the channel number, host ID, and LD
ownership.

The LD ownership digit is either “1” or “2”, where “1” indicates
Controller A and “2” indicates Controller B. The IQN depends
on the method of mapping the logical drive to the host ID/
LUN. For example, if you map a logical drive to host channel
0 and AID1, the last 3 digits will be 011.

B Alias: Assign an easily remembered name to the iSCSI initia-
tor.

B User Name/Password: Specifies the user name and pass-
word for CHAP authentication. This information is the same
as the CHAP target node name and CHAP secret in the OS
setting. The user password (one-way, from initiator) must be
at least 12 bytes.

B Target Name/Password: Specifies the target name and pass-
word for CHAP authentication. This information is the same
as the CHAP initiator node name and CHAP secret in the OS
setting. The target password (two-way, outbound from stor-
age) must be at least 14 bytes.

] IP Address/Netmask: Specifies the IP address and subnet
mask, if necessary. Occasionally, multiple initiator ports on an
application server can share the same IQN.

Click “OK”. Repeat the above process to create additional LUN

maps, especially if multiple HBA ports have access to the same vir-

tual volume (e.g., in high-availability applications).

Assigning an Initiator to a Group

A group allows multiple host LUNs to be accessed in a single

mask. This is useful in a clustered storage server environment.

To create a group and assign an initiator to it, highlight an initiator
(yellow).
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3.4.7

Click “Assign Group” and select the group from the drop-down
menu.

Host 1D 2101001 B32A9631C

Group: Group 1 j | Add |

To add a new group, click “Add” and enter the group name.

Meww Group zroup 1 |

The group name will appear in the list.

To unassign an initiator from a group, click “Unassign Group”.
Deleting an Initiator Name from the List

Highlight an initiator in the list and click “Delete”.

Editing the Initiator

To edit the configuration of an initiator, click “Edit”.

The roles (source and target) of a replication pair can be switched.

Notes B To switch roles, the replication pair must be split. Ensure no
important data transaction is underway.

u In a replication pair, the capacity of the target must equal or
exceed that of the source. Therefore, to switch roles, ideally
the source and target pair should have the same capacity.

Go To SANWatch Home > Top menu bar > Replication Manager

Step 1: Splitting the
Replication Pair

Highlight a replication pair.
Replication Pairs:
Mame Twme Priority | Progress

Yalume Mirrar 1 Yalume Mirrar Marmal |-

Click “Split” in the sidebar.

Asynchronize

&
% Mapping

The replication pair status will change to Split.

Progress | Status Description

= Split

Step 2: Switching the
Roles

When the highlighted pair has been split, click “Switch” in the side-
bar.

The source and the target will swap roles. After completion, click
“Information” to confirm the new parameters.
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3.4.8

The replication pair can be synchronized (manually) to perform an incremental data
recovery. When repairing damaged content of a source pair, the target data is copied
(synced) to the source.

Notes ] Sync/Async denotes a replication pair that has been split.
Ensure no important data transactions are underway.
u Synchronous mirroring is NOT recommended over WAN con-
nections because high I/O latency can cause failure.

Go To SANWatch Home > Top menu bar > Replication Manager

Syncing the Pair Highlight a replication pair.
Confirm that the status has been split.

Click “Synchronize” in the sidebar.

Fause I Fesume
g~ Synchronize
S Asynchronize

Split

The source and target will be synced and the status will return to
normal.

Progress | Status Description

-- irror

3.4.9

The Incremental Recovery option allows users to return to the source volume if
recovered. New data accumulated in the target volume during downtime is then grad-
ually copied to the source volume.

This option affects the I/O performance and requires additional space in the target
volume because of the meta data necessary to keep track of the difference.

Conditions When creating a volume mirror, select the volume mirror type as
“Asynchronous Mirror” and enable “Support Incremental Recov-
ery.”

Users should also be mindful of the source volume condition.

u If the source volume is still missing, users can map the target
volume to the host and keep the data difference between the
source volume (normal asynchronous mirroring).

u If the source volume recovers, users must switch the source
and target roles before starting asynchronous mirroring. See
below for detailed steps.

[ | The target volume must be unmapped.

Go To SANWatch Home > Top menu bar > Replication Manager
Step 1: Splitting the Highlight a replication pair.
Replication Pair Click “Split” in the sidebar.

The replication pair status will change to split.
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3.4.10

Step 2: Switching the
Roles

When the highlighted pair has been split, click “Switch” in the side-
bar.

The source and the target will swap roles. After completion, click
“Information” to confirm the new parameters.

Step 3: Recovering the
Pair

The source volume has become the target, and the target volume
has become the source.

Click “Asynchronize” in the Sidebar.
g Synchranize
®©

Split

Wait until the status becomes Async.

Progress |Status Description

-- Asvne

Start the asynchronous volume mirroring process. The original
source volume then receives the incremental difference from the
original target volume and both keep each other synced.

Select the Role Switch function again. The original source volume

will again become the source of the volume pair, completing the
recovery process.

The incremental recovery process can be applied only once per
pair.

The automatic failover function ensures continuous data transmissions in the event
of a break in the replication pair. If the host (recovery) agent fails to locate the source

volume of a replication

pair due to a disaster, such as a power outage, the host agent

will map the target volume to the host for failover. Because the target volume is a
copy of the source, users can continue operations using the data on the target side.

Because the failover task is initiated by the agent and involves mapping operations,
the host will experience seconds or even minutes of downtime depending on the

environment.

Notes This feature is available when all of the following conditions
have been met:
B Remote replication pairs, not local replication pairs
B Volume mirror pairs, not volume copy pairs
B Volume mirrors pairs with source volumes already
mapped
Go To SANWatch Home > Top menu bar > Replication Manager
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Steps Highlight a replication pair.

Replication Pairs:
Hame Tipe Priority | Progress
Yolurme hirror 1 Yolurme Mirror Mormal |-

Click “Target Volume Auto Mapping” in the sidebar.
E%Mapping

S Target Volume Auto Mapping

T2, Switch

Select the host agent for configuring automatic failover and
click “Next”.

Target Volume Auto Mapping

Select the Host Agent for Auto Mapping
Selectthe agent{s) and enahble auto mapping.

Data Host Agent IP Address Summary of Settings

127.0.0.1

The Auto Failover configuration window will appear.

Target Volume Auto Mapping
Configure the host LUN mapping settings such as auto mapping for the target volume pair,

[~ Enable Auto Wapping for the Target Volurme

Check Source Yolume for Failures:| 30 Seconds j
— Select LUN Mapping Setis) for the Target Yolume
 Select | CH |Target |LUM HostID |Alias | Group | Priority Access Mode
v 1} 112 Default Default Readnitite
I3 1 112 Default Default Readiirite
I3 2 112 Default Default Readiirite
v 3 12 Default Default Readirite
(had | [ vewte

B Enable: Check this box to enable or disable auto
failover (mapping).

[ Enable Auto Mapping for the Target Yolurme

B Check Period: Specify the length of the timeout period
for pausing and retrying the sync operation in the event
of a failure.

Check Source Yolume for Failures:| 30 Seconds j

B LUN Map List: Select the LUN map for the target vol-
ume. A new LUN map can be created (see the next
step) by clicking “Add”.

B Trigger a File (optional): Check this box to run a script or
program, such as a scanning script, after mapping the
target volume to the host.

[T Run an Executable File after Mapping the Target Yolume to the Host
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To add a new LUN map, click “Add”.
The LUN mapping window will appear. For details of LUN
map creation, refer to the Mapping section.

& Create a host LUN mapping set autormatically.
@ Fibre Channel i8CEl

" Customize the host LUN mapping configurations.

—Slot A
I~ Channel 0 I~ Channel 1 I~ Channel 2 I~ Channel 3

—SlotB
[~ Channel 0 I~ Channel 1 I~ Channel 2 I~ Channel 3

[~ Customize the LUN Number: | ;I

[~ Use Extended Host LUM Functionality:

Host IDi&lias | =
HostID Mask |FFFFFFFFFFFFFFFF |
Filter Tyne | Include ;I
Access hode | ReadMiite ;I
Priority | Narmal =l

[ Configure Host ID/WWN Alias l

Click “OK”. The Auto Map column shows the current auto
failover (mapping) status of the replication pair. (An empty
column means no settings have been configured.)

Replication Pairs:

Hame Type Priority | Auto Map
RemuaotemMirrar 1 Yolurme Mirrar Formal |Enabled
Remaotemirrar 2 Yolurme Mirrar Formal |-
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3.5 Notifying Users of System Events

The following notification services are available:

Email: Notifies users via an email message.

Fax: Notifies users via a fax message.

SMS: Notifies users via an SMS message.

SNMP: Notifies users via SNMP protocol.

Broadcast: Sends notifications via LAN networks.

Log: Notifies users by sending system logs via email.

Plugin: Activates user-specified applications when a system event occurs.

3.5.1 Activating Notification Settings

Go To SANWatch Home > Top menu bar > Settings > Notification Settings

Systern Seftings Language Ahout

Motification Settings

m Password Settings

Steps The notification settings appear in the main window and show
email notification settings by default.

Netification Settings ®

core. [T R ] st Lo

™ Enablé Ermail Notfication

Sevansy. Netie-stion =|
Ml Subject RAID Everz

SMTP Saner

SWTP Port =

Saturity. None =|
Actgunt

Fassword:

Sanded Email:

— Ermail Freceiver Sefings
Receher Hame Recener Emal Address Sty

(Mo Ricighént)

Import Settings || Export Settings. | o | cance Il Appily
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3.5.2

This option allows users to set the system to automatically send an email message
notification when a system event occurs.

Go To SANWatch Home > Top menu bar > Settings > Notification Settings
> Email tab
Adding a Email Enabling Notifications

Receiver Account

Check “Enable Email Notification”.

[+ Enable Email Motificatian

Configuring Email Sender Settings
Enter the sender parameters in the Email Settings window.

— Email Settings
Severity: Maotification j

Mail Subject: RAID Event

SMTF Serer:

SMTP Fort: 25

Account:

Fassword:

Sender Email:

Configuring Email Receiver Settings

To add an email receiver account, click “Add” in the Email Receiver
Settings options.

| add || Edt || Delete |

Enter the parameters and click “Add” to confirm.

Email Address |receiver@email.cnm |

Motification j

Severity;

The new email receiver account will appear in the Email Receiver
Setting options.

Email Receiver Seftings

Receiver Name Receiver Email Address Severity

Email Receiver 1 receiver@email corm Matification

| add || Edit || Delete

Completing Configuration
B Click “OK” to confirm and close the Notification Settings.
B Click “Cancel” to reset the entered parameters.

u Click “Apply” to confirm the entered parameters and continue
configuring other notifications.
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Parameters Email Address

Specifies the email address of the receiver.

Severity > Notifica-

tion

Notifies users whenever a system event
occurs.

Severity > Warning

Notifies users of all warnings and critical
messages.

Severity > Critical

Notifies users only when critical issues
occur.

SMTP Server

Specifies the SMTP mail server name.
Example: advantech@smtp.com

SMTP Port

Specifies the SMTP mail server port num-
ber.

Account

If sending an email requires logging into an
account, specifies the account name.

Password

If sending an email requires logging into an
account, specifies the password.

Sender Email

Specifies the sender email address.

3.5.3

‘The computer must be equipped with the following modules to use this feature.

B Windows Messaging (MAPI) in Windows environment (software module)
B One modem port compatible with FAX Command Class 2.0 (hardware module)

Go To SANWatch Home > Top menu bar > Settings > Notification Settings
> FAX tab

Adding a FAX Enabling Notifications

Receiver Account Check “Enable Broadcast Notification”.

v Enable Fax Motification

Configuring Fax Settings
Specify the severity and fax queue size in the Fax Settings tab.
Click “Add” in the Fax Receiver Setting options.
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Enter the parameters and click “Add”.

Fax Settings
Severity: Matification j
Clueue Size: 1

The new fax recipient will appear in the SNMP Receiver Settings
options.

Receiver Telephane Mumber |

External Line j
Delay (Seconds) 1 j
Severity: Matification j

Completing the Configuration

B Click “OK” to confirm and close the Notification Settings.

B Click “Cancel” to reset the entered parameters.

B Click “Apply” to confirm the entered parameters and continue
configuring other notifications.

Parameters

Receiver Telephone Specifies the Fax number, including the
Number country code. Example: 14085555555

Queue Size Specifies the fax queue size.

Sends out an outside line dial tone before

External Line the fax number. Range: 0 to 9.

Specifies the interval between the outside
Delay (Seconds) line dial tone and the fax number in sec-
onds. Range: 1 to 9.

Severity > Notification Notifies users of all events.

Notifies users of all warnings and critical

Severity > Warning events

Notifies users only when critical issues

Severity > Critical
occur.
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3.5.4

The computer must be equipped with a GSM modem to enable this feature.
The following modems are tested and found to comply with SANWatch:

B Siemens TC35
B Wavecom Fast Rack M1206

Go To SANWatch Home > Top menu bar > Settings > Notification Settings

> SMS tab

Enabling Notifications

Check “Enable SMS Notification”.

[+ Enahle SMS Motification

Configuring SMS Sender Settings

Enter the sender information and specify the severity.

— ShS Settings

Severity:

oM Part:

Pin Code:
Motification Period:

Mumber of Retries:

Configuring SMS Receiver Settings
Click “Add” in the SMS Receiver Setting tab.
Enter the parameters and click “Add”.

Receiver Cell Phone Mumber : +

Severity: Motification

A new MSN recipient will appear.

- |999999999|

SMS Receiver Settings

Receiver Name Receiver Cell Phone Number

SMS Receiver 1 1-999999339

Severity

Motification

Add

|| et |[ pelete |

Completing the Configuration

B Click “OK” to confirm and close the Notification Settings.
B Click “Cancel” to reset the entered parameters.
u Click “Apply” to confirm the entered parameters and continue

configuring other notifications.

ASR-5300I Series SANWATCH User Manual 52




3.5.5

Parameters

Specifies the phone number, including the
country code, to which the SMS message
will be sent. Example: +1-4085555555

Receiver Cell Phone
Number

Severity > Notification Notifies users of all events.

Severity > Warning Notifies users of all warnings and critical

events.

Severity > Critical Notifies users only when critical issues
occur.

COM Port Specifies th_e port number to which the
message will be sent.

Pin Code Specifies the PIN code of the phone.

Notification Period gf\)ﬂeé:lﬂes the notification period of the

Specifies the number of times the SMS

Number of Retries will be resent in the event it fails to send.

SNMP (Simple Network Management Protocol) is a network protocol used to monitor
network-attached devices.

Go To

SANWatch Home > Top menu bar > Settings > Notification Settings
> SNMP tab

Adding an SNMP
Receiver

Enabling Notifications
Check “Enable SNMP Notification”.

[+ Enable SHMP Hotification

Configuring the Local Side
Select the severity and enter the IP address of the local side.

SNMP Settings
Severity: Matification j
SMMP Local IP Address: 172.10.2.222 |

Configuring the Remote Side
Click “Add” to add an SNMP receiver.
Enter the parameters and click “Add”.

Receiver IP Address |192.168.4.133| |
Severity: Matification j
The new SNMP recipient will appear.

SMMP Receiver Settings

Receiver Name Receiver IP Address Sewverity

ShMP Trap Receiver 1 192.168.4.133 Mofification

add || Edt || Delete

Completing the Configuration

B Click “OK” to confirm and close the Notification Settings.

B Click “Cancel” to reset the entered parameters.

u Click “Apply” to confirm the entered parameters and continue
configuring other notifications.
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Specifies the IP address of the SNMP
receiver. Example: 192.168.4.133

Parameters Receiver IP

Severity > Notification Notifies users of all events.

Notifies users of all warnings and critical

Severity > Warning events

Notifies users only when critical issues

Severity > Critical
occur.

Specifies the IP address of the SNMP

SNMP Local IP sender. Example: 192.168.4.133

3.5.6

This option involves sending notifications via LAN networks.

Go To SANWatch Home > Top menu bar > Settings > Notification Settings
> Broadcasting tab

Adding a new Enabling Notifications

Broadcasting Check “Enable Broadcast Notification”.

receiver

[+ Enable Broadcast Motification

Configuring Settings
Click “Add” in the Broadcast Receiver Setting options.
Enter the parameters and click “Add”.

The host name must be entered as an email address.

Receiver Host Mame : |Hust@email.cum

Severity: Matification j
The new Broadcast recipient will appear.

- Broadeast Receiver Settings
Receiver Name Receiver Host Name Severity

Broadcast Receiver 1 host@email.com Motification

[ add  |[ edt |[ Delete

Completing Configuration

B Click “OK” to confirm and close the Notification Settings.

B Click “Cancel” to reset the entered parameters.

B Click “Apply” to confirm the entered parameters and continue
configuring other notifications.

Specifies the email address of the
receiver.

Parameters Receiver Host Name

Severity > Notification Notifies users of all events.

Notifies users of all warnings and critical

Severity > Warning events

Notifies users only when critical issues

Severity > Critical
occur.
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3.5.7

Users may periodically receive system log information by email.

Steps Click the Log tab in the Notification Settings menu. (The log notifi-
cation setting appears by default when notifications are enabled.)
Check “Enable Log Notification”.
[v] Enable Log Notification
Enter the notification parameters.
Startup Status: Disabled j
SMTP Server:
SMTF Port: 25
Account:
Fassword:
Sendar Email;
Receiver Email:
Motification Period (Hours): 1
Completing Configuration
B Click “OK” to confirm and close the Notification Settings.
B Click “Cancel” to reset the entered parameters.
B Click “Apply” to confirm the entered parameters and continue
configuring other notifications.
Parameters Startup Status Enables or disables log notifications.

Specifies the SMTP mail server name.

SMTP Server Example: Advantech@smtp.com

SMTP Port Specifies the SMTP mail server port number.

If sending an email requires logging into an

Account -
account, specifies the account name.
Password If sending an gmall requires logging into an
account, specifies the password.
Sender Email Specifies the email address of the sender.
Receiver Email Specifies the email address of the receiver.

Specifies how frequently the log will be sent

Notification Period .
to the receiver.
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3.5.71

Users can set the system to activate specific applications when a system event

OCCuUrs.

Steps Copy the plugin executable file into the folder. Example: Applica-
tion.exe (for Windows)

Activate the Click the Plugin tab in the Notification Settings menu. The Plugin

Notification Settings

- Plugin Receiver Settings

setting will appear.

Creating the Plugin

Click “Create Plugin” in the Plugin options and enter the details of
the plugin program.

| Create Plugin | | Delete Plugin

Description of Plugin | |

Flugin Lakel

Application Program j

Creating the Receiver

Click “Add” to show an input field dialog box. Enter the configura-
tion string to be read when the application program starts. An
example configuration argument is provided below.
"\plugin\userprogram.exe uid=xx model=xxx-xxx
ip=xxx.XxX.xxx.xxx ctrlrName=N/A severity=1 evtStr="Evt String"
recv="customized string"

Receiver Data

Parameters

Plugin Description User-defined description of the plugin pro-

gram.
Plugin Label User-defined title of the plugin program.
Application Pro- The list of application programs stored in the
gram plugin subfolder.
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Chapter 4

Working with Devices



4.1 Introduction

This chapter explains how to view and configure the hardware parameters of a
device, including the system performance, event log, hard disk drive, invalid/isolated
logical drive, and host LUN settings.

¥, Stat

&L Dovice List e 0 Subsystem Infarmatian
= StO1AGE
® ﬂLWLilWNmﬂ Modal: Stanus: GOK
= IP Address: 10.10.1.1 Recent Evants: No Evert
& Channels Service 1D 524301
BDats st Contreller ID: E000D
Eecreauies Firmware Version: S.11L12
e Host Beard:
& Performance ’Gapa:lw
¥ Enable Perormance Monitoring
CPU Wamany & Trhooughpul & 0Pa
10 . Total Capacity: 2.56 TB
08
1 Condgured Space: 143 T8 (5
o0 !
Ll R M o ety / y W Awailable Space: 1.08 TH (41%)
% % W Read 0.0 EEWITte: 0.0 MBIS)
_,Hw Frilirey the slegp-Ery-itep sobup wiland o Configure the Configuns panenc Fyiden parametens
awd dirives ingide the selecied device,
-
5y  Eomevies - | Everilog
- Tt U ched el il Er it ) e kotonet Cortbed 1 - Wiyt Syihee ks and dendcn openition Kgs
the e
LS Bystern Mainbenante
m el =y W the bl plated Liokonl D andl appicabio nrald
“View the totad Sxsten nfoemation snd appicab Liseooe Hogt LM Macoings
Iimebon

4.2 Viewing the Overall Status

The status of each device (RAID system or JBOD expansion enclosure) is summa-
rized in the Subsystem Information page. This page enables users to understand the
hardware configuration, performance, and storage capacity at a glance.

Go To SANWatch Home > Device sidebar > device name
Viewing the The device status will be summarized in the Status window.
Subsystem "Stat
Information ) subsyitem intermanen
Modal: Starage Status: Qﬂh
P Addrais (AL BN Recent Events; Mo Evert
Sarvice 100 SM300
Coantraller 10 BOO0D
Firmwars Varsisn: g2
Mot Doard: otn [ T
o Pertermance AP capaciy
| Enubia Pestommes & Mambnng

cPU Moy & Thesughged Ll - ]

% Total Capacity: 256 TB

W Configored Bpace 1 TR

5 0 0 M0 B0 s i 4 B Awslabie Space 108 TH (PR}
W Feed 00 BVSe: 00 [ S - i

#
i
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Hardware Configurations

The basic system configurations and overall system status are
listed in the Subsystem Information window. The model name, IP
address, controller ID (may be required for technical support
requests), and firmware version are also provided.

Events
All recent system events will be listed in the Recent Events area.
To view all past events, click “Event Log” in the Tasks section.

Status: @ oK
Recent Events: Mo Event
Event Log

Yiewy the systemn events and device aperation logs.

Performance Monitor

Check the Enable Performance Monitoring option to view the CPU/
memory usage and read/write throughput.

The performance monitor is disabled by default to save system
resources.

ﬂ] Performance

¥ Enable Performance Monitaring

P Mernory & Throughput o I0PS

1.0

045

0.0
280 200 150 100 S0 nowgses)

0% 0% B Read: 0.0 EErite: 0.0 ¢ MBrs)

Users can also click “Device List” in the top-left corner to view a
summary of the system performance according to device.

CPU: 2% Read: 0.00 MEJs
Sharan oK o
Ll L' a Mamory: 0% Write. 0.00 MB/s

Storage Capacity
This enables users to view the ratio of used (configured) and
remaining (available) capacity.

&QCapaciw

Total Capacity: 2.56 TB

Configured Space: 148 TB (5.

Availahle Space: 1.08 TH {(42%)
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A quick summary is also provided in the Device Status list view.
ﬂ Capacity

Free:1.03TH Total 2.56 TH

Usage: 571%

421

Users can quickly review the current system performance via the device home page.
The System Information screen provides more detailed information, including control-
ler throughput and cache usage data.

Because status monitor affects system performance, the monitoring functions are
disabled by default.

Overall System Go to SANWatch Home > Device sidebar > device name
Performance Check the Enable Performance Monitoring option to view the CPU/
memory usage and read/write throughput.

ﬂl Parformance

v Enable Perfarmance Maonitoring

CPL Mermory f* Throughput = 10PS
1.0
0.5
0.0
&0 200 180 100 &0 nomgsec)
0% 0% M Read: 0.0 B Write: 0.0 ¢ MBJs)
The performance monitor is disabled by default to save system
resources.
Controller Click “System Information” in the Tasks section.
Performance and l I—I e
Cache Usage Yieny the totdl System Information pnd applicable License Information.

Select the Statistics tab in the System Information screen that
appears.

System Informaticn

Summarny Status Statistics Configuration List
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Check the item to monitor: Controller read/write performance and
cache usage (dirty cache).

Operation Description Value Graph

1.0

[W PFrimary Controller Disk ReadtWrite Performance (MBIsec) 0.00 08

[ Secondary Controller Disk Readiirite Performance (MBIsec) 0.00 05

[ Dirty Cache (%) 0.00 05

4.2.2 Viewing the Hardware Status LED

Enclosure View provides users with a brief overview of the hardware modules (hard
drives, power supplies, and controllers) installed on the device, as well as the hard-

ware status LEDs.

hardware manual.

For precise definitions of the hardware indicator LEDs and their status, refer to the

Go To

SANWatch Home > Device sidebar > Device List > device name >
Tasks section

Enclosure View

Click “Enclosure View” in the Tasks section.
The front/rear view of the device will appear. Each circle (green/
red) denotes an LED indicator.

To view the specifications of hardware module, hover the mouse
cursor over the module. The information will be displayed in a
tooltip.

Slot: 1, (Channel: 4, ID: 0) SSDSAZSHOB4G1GE (SATA S50
Status: On-Line Drive, Size: 39.37 GB, Speed: 300MB

Revision Mumber: 8362

Logical Drive: 4DF35352
Life Remaining: 99%

“Life Remaining” is only available for SSD drives.
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Hard Drives (Front View)

* Currently installed
* [Z] Currently uninstalled or in an error state

Power Supplies (Rear View)

()]

The LED on the left side indicates the power supply status. The two
LEDs on the right side indicate the cooling fan status.

Controllers (Rear View)

iid

The six LEDs indicate the controller status.

i@ il -
.

— -\-H"'\-\—
. 1. Ctrl Status 4. CEM Status

2.C_Dirty 5. HstBsy 4 2 3
3. Temp. 6.DvBsy oy 0 O
o000
N 4 58/
Name Color Status

Green indicates that a RAID control-

ler is operating healthily.

Amber indicates that a component
Green/ failure has occurred, or inappropriate
Amber RAID configurations have caused

system faults. The LED also emits

amber light during the system initial-

ization process.

1. Ctrl Status
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2. C_Dirty

Amber

Amber indicates the following:

B Cache memory is dirty.

[ | Data in the flash backup module
is being flushed to the cache.

B Errors have occurred in the
cache memory (ECC errors).

| Data is being flushed from the
flash backup module to the
drive (when power is restored).

B Battery voltage is lower than
2.5V.

B Battery temperature reading is
abnormal (outside the 0 ~ 45 °C
range).

B Battery is not present.

OFF indicates the cache is clean and

that the battery backup unit is capa-

ble of sustaining memory in case of a

power loss.

Blinking Amber indicates cached
data is being transferred to the flash
module after the occurrence of a
power outage. Once the transfer is
done, all LEDs will turn off.

This signal is local to each controller.

3. Temp.

Amber

Amber indicates that the detected
CPU/board/chassis temperature has
exceeded the higher temperature
threshold.

OFF indicates that the detected tem-
perature reading is within the safe
range.

4. CBM Status

Green/
Amber

Green steady on indicates the CBM
module is ready. Both a BBU and a
flash module are present.

Amber steady on indicates CBM fail-
ure, meaning either the BBU or flash
module has failed. Amber light can
also indicate that either BBU or flash
is missing in a redundant-controller
system.

Blinking means a BBU is being
charged.

OFF means BBU is not installed in a
single-controller “G” model.

5. Hst Bsy

Green

Blinking Green indicates traffic on
the host bus.

6. Drv Bsy

Green

Blinking Green indicates traffic on
the drive channels.
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4.2.3 Viewing System Information
The System Information screen shows the current device status and configurations.

Go To SANWatch Home > Device sidebar > Device List > device name>
Tasks section
Steps Click “System Information” in the Tasks section.

The system information screen will appear.

Device Description
Contraller Cache:2048MB (ECC DDR), Firmware:5.111.12, Boot Record:2.224 Serial Mumber 8426476 (0xB093EC)
Channel Channel 0 {Host, Fibre, Speed:8.0 Ghps)
Channel Channel 1 (Host, Filbre, Speed:--)
Channel Channel 2 (Host, Fibre, Speed:--)
Charnnel Channel 3 (Host, Fibre, Speed:--)
Logical Drive |C:40296E88, RAID 1, 136.48 GB
Logical Drive IC:EBBAF43, RAID 1,136.48 GB
Logical Drive |CeaT79052F0, RAID 5, 272.96 GB

Logical Yolume D 18T1RTFOB09E3EA, 409.44 GB

LUN CH ID:0, SCS1D:112, LUN Set0
LUN CHID:A, SCEID:112, LUN Set0
LUK CHID:2, SCSIID:12, LUN Set0
LUN CHID:3, SCSID:12, LUN Set

Entire System Configuration
To view all system information (settings) at once, select the Config-
uration List tab.

System Information 3

Sy [ Siain| [T Siaatia| Contquranon Lis
-ehhwim.lm ~
= Softeans Information
Version: 10043
= Gystem Infmation
Controlier Tirme: 105282015 13:10 PM
Configuration passwond: Mot Set
Wantenance pasewerd hol a8
Total Cache Sce: 2045008 (ECC DOR)
Firmaang Version: £ 13E.02
Boct Feond Version: 1.118
Event Version: 20150205
Service ID (Serial Number): B41EAA
Service 1D (Optional Product 1D} D0842388
Cacks Backup Modul Cacne Bac kg Modube 5 dsaleg
1D of NVRAM Detaalts V2 28300
Host Board: Host Boaed (SN <)
B Controfer
Device Name: CPU Temperature
Walgs 31.0C
Slatus: Teeno. within safe range
= Controlier
Device Name: Gontroder Temperature(1) w

Vmkene 4B E P

Camcel

Controller/Cache Status
To monitor the controller throughput and cache usage (dirty cache),
select the Statistics tab and check the items to monitor.

Users can view the overall system throughput and storage capacity
usage from the Device home page screen in the Performance sec-
tion.
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I | - |

Operation Description Value Graph
10

W Primary Gontroller Disk Readi®rite Performance (MBisec) 0.00 08
0.0

10

[¥ Secondary Controller Disk Readtrite Ferformance (MBisec) 0.00 0.5
0.0

10

[ Dirty Cache (%) 0.00 05
0.0

Temperature/Voltage

To monitor the voltage and temperature of the device, select the
Status tab.

When the voltage/temperature reaches preconfigured thresholds,
an event notification message will be sent to warn the user of the
potential hazard. Users can change the threshold settings via the
System Settings link in the Tasks section.

System Information x
. s [ R
Device Name Value Status ~

Total Cache Size 8192MB (ECC DDR)

Firmware Version 5.11G.20

Boot Record Version 2224

Serial Number - Slot A (Primary) 8426463 (0xB093DF)

‘Serial Number - Slot B (Secondary) 8426458 (0x8093DA)

CPU Temperature 415C Temp. within safe range

Controller Temperature(1) 410C Temp. within safe range

Controller Temperature(2) 570C Temp. within safe range

Controller Temperature(3) 430C Temp. within safe range

+BV Value SNV Voltage within acceptable range

+12V Value 1201V Voltage within acceptable range

Cache Backup Module Cache Backup Module charging OFF (battery fully charged)

iSCSI1G iSCSI 1G functioning normally

‘CPU Temperature(Redundant) 380cC Temp. within safe range

Controller Temperature(1)(Redundant) 375¢C Temp. within safe range ¥
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Controller and Channel Settings

To view the current controller and channel configurations, select
the Summary tab.

._ﬂstem Information

Device Description
Controller Cache:3192MB (ECC DDR), Firmware:
Channed Channel 0 (Host, LAN, Speed:Negotiat
Channel Channel 1 (Host, LAN, Speed:Negotiat
Channel Channel 2 (Host, LAN, Speed:—-)
Channel Channel 3 (Host, LAN, Speed—)
Logical Drive ID:4103F611, RAID 5, 837.87 GB
Logical Volume ID:15708BF126107609F, 837.87 GB

To configure channel settings, click on the Channels link in the
sidebar.

4.3 Configuring System Settings
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4.3.1

Go To SANWatch Home > Device sidebar > Device List > device name >
Tasks section
Steps Click “System Settings”.

f. , Systern Setfings
r Configure generic system parameter s,

The System Settings screen will appear.
To change the settings, pick an item, select a different option, and

click “Apply” or “OK”. A list of configurable items is provided below.
Default values are marked in bold.

Controller Tab

For configuring the controller parameters.

Item Options Configuration List

Controller Name: (user-
defined, empty)

Unique Identifier:
(device-defined)

Time Zone: -12:45 to
00:00 to +13:45 Date/
Time: (computer-
defined)

Controller Parame-

Controller Setting(s) ters

Write-Back Cache:
Enabled / Disabled
Periodic Cache
Flush Time (sec):
Disabled

Caching Parameters

SNTP IP List: (user-
defined, empty)
Polling Period (hr):
(user-defined,
empty)

SNTP Configuration

SNMP Community (user-defined)

Communication Tab

For configuring the network and serial communication settings.

Item Options Configuration List
Management Port IPV4/IPV6

Terminal Emulation:

Enabled Communication >
RS232 Baud Rate: 2400~ COM 1

38400

Network Protocol Sup- Enable network pro-

port tocol support
ISNS (for iISCSI-host Add/Delete Server
models only) IP

Trunk Groups (iISCSI-
host models only)

All channels except
CHO
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System Tab For conducting system maintenance (reset, memory export/import,
etc.).

Item Options Configuration List

Mute Beep Sound
Reset Controller
Shutdown Controller
Force Fail Slot A
Controller (R-mod-
System els only)
Force Fail Slot B
Controller (R-mod-
els only)
Restore Factory
Defaults

Update FW

Update FW and Boot

Disk

Import NVRAM from

Host Disk
Download/Upload Export NVRAM to

Host Disk

Import NVRAM from

Disk

Export NVRAM to

Disk

Change admin pass-

Password
word

Cache Synchroniza-

tion on Write-
Redundant Through

Adaptive Write Pol-

icy

Trigger Tab For configuring the upper/lower temperature and voltage thresholds
for the device, as well as the notification trigger events.
Highlight a threshold parameter and click “Configure” to set the
upper/lower thresholds or check a trigger event.

Item Options Configuration List

CPU temperature
Controller tempera-

Upper/Lower
Threshold ture Threshold
+5 Value
+12 Value
Trigger Controller Failure

CBM Low or Failure
Power Supply Fail-
ure

Cooling Fan Failure
Temperature
Exceeding Thresh-
old
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Host-Side Tab For configuring the host computer and host interface settings.

Item Options Configuration List
Maximum Number of 1024 Host-Side Parame-
Queued I/O ters

LUN per Host SCSIID  N/A t':‘:SSt'S'de Parame-

Login Authentication Host-Side Parame-

Disable/Enable

with CHAP ters
Jumbo Frames Disable/Enable ;?SSt_S'de Parame-
Max Concurrent Host- 4 Host-Side Parame-
LUN Connections ters
Tags Reserved per Host-Side Parame-
Host-LUN Connection ters

Host-Side Parame-

Peripheral Device Type (Various) ters

. . . Connected/Sup- .
]E’erlpheral Device Quali- ported but not Con- Host-Side Parame-
ier ters
nected

Device Supports_ Disable/Enable Host-Side Parame-
Removable Media ters

First Undefined LUN
/Only Undefined
LUN O’s

Host-Side Parame-

LUN Applicability ters

Host-Side Parame-
ters

Host-Side Parame-

Cylinder/Header/Sector Various/Variable

Fibre Connection Option Loop Only/Point to

Point Only ters
Drive-Side Tab For configuring the hard drive interface settings.
Item Options Configuration List
Auto-Ass_lgn Global Disabled/Enabled Drive-Side Param-
Spare Drive eters
Auto Rebuild on Drive  Disabled/5to 15to  Drive-Side Param-
Swap (sec) 60 eters
SAF-TE/SES Device Disabled/0.05 to Drive-Side Param-
Check Period (sec) 60.0 eters
Disk Access Delay Time No Delay/5 to 60 to Drive-Side Param-
(sec) 75 eters
Disk I/O Timeout (sec) 0.5 to 30.0 Drive-Side Param-
eters
Disabled/Detect
SMART Only/Clone Only/ Drive-Side Param-
Copy & Replace/ eters
Fail Drive

Maximum Number of

Tags

Disabled/1 to 4 to
128

Drive-Side Param-
eters

Drive Motor Spin Up

Disabled/Enabled

Drive-Side Param-
eters

Power Saving (Level 1

and Level 2)

Disabled/1 min to 1
hour

Drive-Side Param-
eters

SED Authentication Key Create/Modify

Drive-Side Param-
eters
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Disk Array

For configuring hard drive array settings.

Item

Options

Configuration List

Rebuild Priority

Normal/Improved/
High

Disk Array Parame-
ters

Verify Write on LD Initial-

Disk Array Parame-

o Disable/Enable

ization ters

Verlﬁ/_ Write on LD Disable/Enable Disk Array Parame-
Rebuild ters

Verify Write on Normal Disable/Enable Disk Array Parame-
Access ters

Maximum Drive Disable/160(ms)/  Disk Array Parame-
Response Timeout 320(ms)/960(ms) ters

AV Optimization Mode

Disable/Fewer
Streaming seconds

Disk Array Parame-
ters

Read-Ahead Option for

Media Editing

Disable/SD Stream
(50Mb/s) seconds/
HD Stream (100Mb/
s) seconds/2K_4K
Stream (100Mb/s+)
seconds

Disk Array Parame-
ters

4.3.2 Updating the Firmware

Download the latest firmware from Advantech, and update the system OS (this web
interface) of the subsystem controller(s).

To check the firmware version, go to SANWatch Home > Device
sidebar > Device List > device name > Status section. The firm-
ware version information can be found in the Subsystem Informa-
tion section.

Prerequisite I:
Checking Current
Firmware Version

G Subsystem Information

Model:

IP Address: 192.168.0.1

Service ID: BE59849 (0xB42359)
Controller 1D: 42389

Firmware Version: 5.13E.02

Dtndl Indormption
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Prerequisite II: Go to SANWatch Home > Device sidebar > device name > Tasks
Exporting System sidebar > System Settings > System tab > Download/Upload tab

Configuration System Settings

 Controller ~ Communication  System  Trigger
- Download/Upload _

. Update Firmware
' Update Firmware and Boot Record
i Import NVEAM from Host Disk
® Export NVRAM to Host Disk
' Import NVRAM from Disk
| Export NVRAM to Disk

Select Export NVRAM to Host Disk and click “OK”. For more infor-
mation, click the Help icon at the top-right corner and look for the
Exporting /Importing NVRAM section.

Prerequisite lll: Please contact the technical support department or your vendor to
Obtaining the obtain the latest firmware package. Go to http://support.Advan-
Firmware Package tech.com, and then get more information.
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Updating the Firmware Go to SANWatch Home > Device sidebar > Device List > device
name > Tasks section
Click “System Settings”.
The System Settings screen will appear. Go to System > Down-
load/Upload

Download/Upload

Click “Browse” under Update Firmware, locate and open the BIN
file downloaded from Advantech.

+ Update Firmware

[ Browse |[Browse for Firmware File:

In the confirmation dialog that appears, click “Yes” to start the
updating process.

The operation will take effect after the controller resets.

Are you sure you want to update the firmware now?

Once updating is completed, the controller(s) must be reset for the
update to take effect.

For R-models, click “Rolling Upgrade” to reset each controller indi-
vidually and reduce system downtime. Alternatively, click “Reset” to
reset all the controllers simultaneously.

For other models, click “Reset” to reset the controller.

0 This operation is risky.

The controller will be offline for several minutes during the reset. If the
controller is in use, data loss might occur.

Are you sure you want to continue?

[ Rolling Upgrade ][ Reset H Cancel
Importing System Go to SANWatch Home > Device sidebar > device name > Tasks
Configurations sidebar > System Settings > System tab > Download/Upload tab

System Settings
Controller Communication System Trigger

System Download/Upload Password

Update Firmware

Update Firmware and Boot Record
# Import NVREAM from Host Disk

| Browse |Browse for NVRAM File:

Export NVRAM to Host Disk

Import NWVRAM from Disk

Export NVRAM to Disk

Select Import NVRAM from Host Disk and click “Browse” to locate
the system configuration file exported prior to updating the firm-
ware. For more information, click the Help icon at the top-right cor-
ner and look for the Exporting /Importing NVRAM section.
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4.3.3

A RAID subsystem or a JBOD enclosure is equipped with internal voltage and tem-
perature sensors. When the current voltage/temperature reaches a preconfigured
threshold, an event notification will be sent to warn the user of the potential hazard.

Go To

SANWatch Home > Device sidebar > Device List > device name >
Tasks section

Configuring the
Temperature/Voltage
Thresholds

Click “System Settings”.
The System Settings screen will appear. Select the Trigger tab.
The threshold settings will appear.

Trigoer

Configuring the Voltage/Temperature Threshold
Highlight an item in the list.

— Threshaold
Device Hame Current Value
CPLU Temperature 4248 C
Cantraller Temperature 46.0
+a% Walle 521
+1 2% Value 12.01 %

Click “Configure”. The configuration screen will appear. Enter a
threshold value, or click “Disable” to disable the threshold function
(and natification).

Lowwer Threshold (0 to 203 0 | [ Disabled

Lpper Threshold ¢ 50 to 100 ) a0 [T Disahled

Setting Event Triggers
Users can select the events that trigger the subsystem to send an
event notification.

— Trigger

[v CBM Low or Failure

[~ Power Supply Failure

[T Cooling Fan Failure

[~ Temperature Exceading Threshold

To receive notifications when the temperature reaches the thresh-
old, ensure that the Temperature Exceeding Threshold checkbox is

ticked.
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4.3.4 Configuring the IP Address

The device IP address can be changed; however, the user interface at the old
address will be disconnected. Users should be sure to note the new IP address and
reconnect with the user interface using the new address.

Notes

Users cannot assign the following system reserved IP addresses to
a subsystem:
B 127.xX.XX

[ | 128.0.x.x
B 191.255.x.x
| 192.0.x.x

B 223.255.255.x

Go To

SANWatch Home > Device sidebar > Device List > device name >
Tasks section

Steps

Click “System Settings”.
The System Settings screen will appear. Select the Communication
> Management Port tab.

Highlight the management (LAN) port to be configured and click
“Configure”.

Management Port

Channel IPv4 Type 1Pv4 IP Address 1Pv6 Type IPv6 Address

LAN D Siafic 192.168.0.1 Disabled

Users can configure the IP address (IPV4 or IPV6).
— |Pd

Slot A

IP address: |1EI.EI.EI.222 |

Subnet mask: |255.255.255.EI |

Default gateway: |EI_EI.EI.EI |
— |PvE

Type: £ Static ©© Auto & Disabled

Slot A

IPYE address:

Subnet prefix length:

Raoute:

The following system reserved IP addresses should not be used for
the subsystem: 169.254.1.1~169.254.254.254.
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Parameters IPV4 Type B Static: Specifies a fixed address.
B DHCP: Allows the network router
to assign an available address to

the device.

B RARP: Reverse Address Resolu-
tion Protocol is an old networking
protocol used by a host computer
to request its Internet Protocol
(IPV4) address from an adminis-
trative host.

IP Address/Subnet Specifies (or lets the router pick) the IP
Mask/Default .
address set for the device.
Gateway
IPV6 Type B Static: Specifies a fixed address.

B Auto: Corresponds to the DHCP
setting in the IPV4 address. The
router automatically assigns an
address to the device.

B Disabled: Disables IPV6 (and
enables IPV4).

IPV6 Address Specifies (or lets the router pick) the IP
address set for the device.

Subnet Prefix Length Corresponds to the Subnet setting in
IPV4.

Route A route is required to reach externally with
IPV6 using an IPV6 router on the network.
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4.3.5

The power-saving option can enhance the disk spin-down function for all disks on the
subsystem. When no host I/O exists, disk drives can enter two power-saving modes:
Level 1 for idle mode and Level 2 for spin-down mode.

B Level 1: Hard disks enter the standby mode by reducing spinning speed (RPM)

B Level 2: Hard disk read/write heads become idle by moving away from disk sur-
faces

Users can further tailor the power saving settings by applying different settings to a
logical drive, including its local spares. To do this, go to SANWatch Home > Device >
Logical Volumes > Logical Volume Name > Logical Drives > Logical Drive Name
==> Tasks, and then click “Power Saving”.

Go To SANWatch Home > Device sidebar > Device List > device name >
Tasks section
Steps Click “System Settings”.
The System Settings screen will appear. Select the Drive-Side tab.
Drive-Side

The power saving settings are located near the bottom.

Power Saving: Leval 1:
Disable =l
then Level 2:
Disable |

Power Saving Level
Select the Drive-Side tab and configure the power saving mode.

The three options available are Disabled, Level 1 only, and Level
1 then Level 2.

Waiting Period

Users can also configure the duration of time allocated (waiting
period) before the device switches over to power saving mode.

B Level 1: 1 to 60 minutes without I/O requests

B Level 2: 1 to 60 minutes of Level 1 state

To configure power saving levels for individual logical drives, select

the logical drive in the Device sidebar, and click “Power Saving” in
the Tasks section.

Levels Power Saving Recovery Time ATA Command SCSI Com-
Ratio mand

Level 1 15 t0 20% 1 second Idle Idle

Level 2 80% 30-45 seconds Standby Stop
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4.3.6 Configuring Time Settings

Go To SANWatch Home > Device sidebar > Device List > device name >
Tasks section
Steps Click “System Settings”.

The System Settings screen will appear. Select the Controller tab.

Configure the controller name, unique identifier, time zone, date,
and time.

-
s

To configure the date, click the calendar icon to the right and select
the correct date.
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4.3.7

Users can increase the network bandwidth by combining (trunking) multiple LAN
interfaces and creating a link aggregation configuration.

Trunking offers the following benefits:

B Increased bandwidth: The bandwidths of multiple interfaces will be added.

B Improved security: Should a LAN interface fail, the other interfaces can ensure
the network connection remains intact.

Notes Multiple LAN ports on the hardware must be connected to the net-
work.
The network switch must be compatible with trunking.
The trunking option is only available for iISCSI-host models.

Go To SANWatch Home > Device sidebar > Device List > device name >
Tasks section
Steps Click “System Settings”.

The System Settings screen will appear. Select the Communication
tab and then the Trunk Group tab.

Management Port ~ RS-232  Network Protocol Support  iSNS  Trunk Group

Member Channels

Click “Create”. In the popup window, select the LAN interfaces to
be combined (trunked) and click “OK”.

Create Trunk Group

Create Trunk Group

CHO
CH1

| 0K I Cancel |

The new trunk configuration will appear.
Management Port RS-232 iSNS Trunk Group

Member Channels 1Pvd IPv
4,5 DHCP Disahled

Create | | Delete

To delete a trunk group, click “Delete”.

ASR-5300I Series SANWATCH User Manual 78



4.3.8

Each RAID system or JBOD expansion enclosure contains hardware that emits an
audible beeping sound to notify users of system errors and hardware failures. Users
can mute the sound directly via the hardware (please refer to the hardware manual
for details) or remotely via the user interface.

The user interface only enables users to mute the beeper. The beeper function can-
not be disabled from the user interface.

Go To SANWatch Home > Device sidebar > Device List > device name >
Tasks section
Steps Click “System Settings”.
The System Settings screen will appear. Select the System > Sys-
tem tab.
Select Mute Beep Sound and click “OK”.
# Mute Beep Sound
Reset Controller
Shutdown Controller
Restore Factory Settings
4.3.9
Go To SANWatch Home > top menu bar > System > Export System Infor-
mation
Steps The list of connected devices (RAID subsystem or JBOD) will
appear. Select the device and click “OK”.
All system information can be saved to a local folder in a zip file.
4.3.10

NVRAM contains system configuration information that can be exported to preserve
the system settings or imported to restore the system configurations.

When to Export
NVRAM

B After a firmware upgrade

B Before replacing both controllers

B After mapping logical drives to host LUN or changing system
configurations

When to Import
NVRAM

B The system function is unstable
B Both controllers have been replaced

The firmware version of the NVRAM to be imported must match the
firmware version of the current system.

Location

Two options are available for storing the NVRAM information.
B Disk: Uses the internal storage of the subsystem.

At least one logical drive must exist in the subsystem.

B Host Disk: Uses the storage of the host computer.

Go To

SANWatch Home > Device sidebar > Device List > device name >
Tasks section

Steps

Click “System Settings”. The System Settings screen will appear.
Select the System > Download/Upload tab. Select a NVRAM
option, click “Browse” to locate the file, and click “OK”.
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4.4

441

Events are signals from the storage subsystem that users and administrators should
familiarize themselves with in order to manage the system.

In SANWatch, the Notification module collects the event status and communicates
this information to the user through various channels. The following notification set-
tings are available:

B Notifying users of the occurrence of a system event

B Periodically sending the system log

B Activating user-specified applications when a system event occurs

Events can be categorized according to (1) scope and (2) severity. For a detailed list
of events and their descriptions, see the Troubleshooting Guide.

Scope of Events Event Type Scope

Describes events related to the storage sys-
tem controllers.

Describes events related to the physical
disk drives.

Describes events related to the host com-
puter and host ports.
Describes events related to logical drives
and logical volumes.

Describes events related to the overall stor-
age subsystem.

Controller Event

Drive Event

Host Event

Logical Drive Event

System Event

Severity of Events This is a combination of the warning, error, and information levels.
Severity Description
Describes events that users should pay
critical error immediate attention to and perform required
actions.
Describes events that users should pay
error . . s
attention to and perform required actions.
. Describes events that users should pay
warning .
attention to.
. . Describes events that notify users of non-
information

critical changes in system status.
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4.4.2 Viewing the Event Log

Go To

SANWatch Home > Device sidebar > Device List > device name >
Tasks section

Procedures Click “Event Log” in the Tasks section.
— Event Log
[ Yiewy the svystem everts and device operation logs.
A list of events will appear.
Event Log
Evont Log  [[SERGdila Event Coal|
All Events |AH Types ~
Index Severity « Type - Date/Time Events « Code «
45 o Sy 2013/10/03 09:35:24 CHANNEL:1 Host channel speed changed to 1Gb 0x11098103
44 0 W 2013/10/03 09:35:24 CHANNEL:1 Host channel connected 0x01098102
43 a S, 2013/10/03 09:35:21 CHANNEL:1 Host channel disconnected ( 2) 0x11098101
41 a Sy 2013/10/03 09:35:18 CHANNEL:0 Host channel speed changed to 100Mb 0x11098106
40 o9 Sy 2013/10/03 09:35:18 CHANNEL:0 Host channel connected 0x01098102
39 iy Sy 2013/10/03 09:35:02 CHANNEL:0 Host channel disconnected 0x11098101
38 O 2013/10i/02 19:01:46 LD:413F611 Logical drive on-line initiali 0
kT o @ 2013/10/02 17.49:52 NAME:Volume ID:1570BF 12617609F Logical volume created 0x020B0028
36 0 2013/10/02 17:49:35 LD:413F611 Logical drive on-line initialization started 0x020A3102
EL] o 2013/10/02 17:49:35 LD:413F611 Logical drive created 0x020A8206
34 o 2013/10/02 17:49:34 LD:413F611 Logical drive creation started Ix020A3106
3 o 8 2013/10/02 16:34:14 CHANNEL:4 ID:3 Drive scanned ( 3) 0x0208C101
30 o Sy 2013/10/02 16:12:21 CHANNEL:0 Host channel speed changed to 1Gb 0x11098103
29 5} Sy 2013110402 16:12:21 CHANNEL:0 Host channel connected 0x01098102 =
[ Clear I Export I Close
Specify severity and type to filter the listed events.
All Types v
All Events
-
. Controller Event
Infn:nrmatmn System Event
Warning Channel Event
Error Drive Event
Critical Error Logical Drive Event
Error and Warning General Event
Click the triangle next to a header to reverse the ascending or
descending order.
Parameters Event Type Selects events according to type (scope).
Severity Selects events according to severity.
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Go To SANWatch Home > Device sidebar > Device List > device name >
Tasks section

Steps Click “Event Log” in the Tasks section. A list of events will appear.
Click “Export”. The event log can be saved into a local file in text
format.

444

To receive event notifications (for when the system detects an abnormality, such as
high temperatures or a power supply failure), ensure that the triggering function is

enabled.

Go To SANWatch Home > Device sidebar > Device List > device name >
Tasks section

Steps Click “System Settings” in the Tasks section.

The System Settings screen will appear. Select the Trigger tab.

Configuring the Voltage/Temperature Threshold
Highlight an item in the list.

— Threshold
Device Name Current Value
P Temperature 4248 0C
Caontraller Temperature 46.0 C
+5V Walue 21W
+1 2% alue 12.01 %

Click “Configure”. The configuration screen will appear. Enter a
threshold value or click “Disable” to disable the threshold function
(and natification).

Loweer Threshold 0 to 20 ) H] | [T Disabled

Ulpper Threshaold {50 to 100 ) S0 [T Disabled

Selecting Notification Triggers
Users can select which events will trigger a notification.

To receive notifications when the temperature reaches the pre-
defined threshold, ensure that the Temperature Exceeding Thresh-
old checkbox has been selected.

— Trigger
[+ CBM Lowe or Failure
[~ Power Supply Failure
[~ Cooling Fan Failure
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9

Working with Drives



5.1 Introduction

Dev - D Ve
= SIOtID & Motel ~ Size v Serial Number ~ Status ~
DDQWCE List Defautt Groug
Fl ke Storage oF Siot3 5T314635655 136.48 GB 30NDZYECO0009846 @) on-Line Drive
;_i Logical ¥olumes
T AL o” Elot3 57314535655 136,43 GB 3QMOZYF700009845 &) on-Line Orive
W channels
! Data Hosts F Slotd ST314635655 136.48 GB I0MNOZYTMI0009846 @ On-Line Drive
~[E achedules
o Blots HUS 15604515600 4139368 J1YB08HN @ on-Line Drive
7 Sloig 57314635655 136.48 GB 3QH0ZYEI D00DAB4E (&) on-Line Drive
oF Eott 3T314635655 136,48 GB 3QN0ZY7TROD00SE46 (&) Formatied Drive
< Sioig 5T314634655 136.48 GB 3QNDZYEADDODGB4E @) Formatad Drive
o Sotg 57314635655 136,48 GB 3QNOZYFRODD0SB46 (&) on-Line orive
o7 Sl HUS156045¥LS600 415,93 6B J1YSEPSN (&) on-Line Drive

The Drives menu allows users to view the internal hard disk drive configurations
(RAID subsystem or JBOD), monitor performance, identify drives with system errors
(red system LED), clone (copy) drive contents, and delete internally reserved drive
space to increase the storage capacity.

5.2 Viewing Drive Status

Viewing Drive Go to SANWatch Home > Device sidebar > Device List > device
Parameters name > Drives
The list of installed hard drives will appear.

JrFiy e

Slot ID .« Model -

ey Slot2 ST314635655

o Slot3 ST314635655

o~ Slotd ST3I14635655

Click the link to view the parameters of the hard drive.

Slat: 1

Madel: ATA SSDSAQSHIEAG1GT
Serial Mumber; CVEMY 1 3600MHOGSHK
Status: Used Drive

Size: 5837 GB

Speed: 300ME

Revision Number: BaG2

Logical Drive:

Life Remaining: 9%

The “Life Remaining” parameter is only available for SSDs.
Click “Refresh” to update the parameters to the latest status.
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Viewing System Go to SANWatch Home > Device sidebar > Device List > device
Hardware Parameters name > Tasks section

(including drive Click the System Information link in the Tasks section.
parameters)

m Infarmation
Yiewy the total System Information and applicable License Information.

Click the Configuration List tab. All system parameters will be
listed.

Summary Status Statistics Configuration List
E'"F’_h].fsical Cirive Information

=slot: 1
~Chl: 4(5)
SCSIID: 0

~Size(MB): 3815191
g----Status: On-Line Drive
~Speed: 600MB

""" LD: AF23C00

é""‘u"EﬂdEF and Product ID; SEAGATE ST4000MMO0
é""Revisinn Mumber. 0003
E""Serial Mumber: 31204TYMOOO0K440

Disk Capacity (blocks): ¥814037167
=siot 2

iChl: 4(5)

5.3 Scanning Drives

‘Only a disk enclosure spare drive or global spare drive can be scanned.

Go To SANWatch Home > Device sidebar > Device List > device name >
Drives > Tasks section

Scheduling Drive Click “Drive Scan” in the Tasks section.

Scanning

- % Drive Scan / Readiyrite Test
g "\. Scan a drive and check the statusz of its data blocks.
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The drive (media) scan window will appear.

Media Scan

Selectthe drive and its parameters ta run media scan _

RAID

Drive Siot: [
Priarity | Lo Ll
Mode | Single j
[ Apply ] { Close 1
Select the drive to scan (Slot 8 in this case).
Media Scan ®
Selectthe drive and its parameters ta run media scan _

RAID

Drive Slot : |B ‘
Priority |L0w d
Mode |Smg|e ;l

[ Apply ] [ Close ]

Select the priority and mode, and then click “Apply”.
The scan will start.

Aborting the Scan
To stop the scan from running, click the drive that is being scanned.
The “Abort” option will appear, click this to terminate the scan.

Media Scan x
Solct e v nd s paamster RN aHREIEN - e
RAID

Drive Slot 3

Abortthe media scan process of selected drives

[ Abort ] [ Close ]

Specifies the system resources allocated to scan
operations. The higher the priority, the faster the

Priority scanning. However, system performance will be
affected.
Mode Specifies whether scan operations are performed

once (Execution Once) or continuously.
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5.4

Cloning refers to taking a backup copy of a drive at risk of failure in the near future.
Users may receive notifications of events, such as bad sectors, that indicate drive
failure. Should a drive fail, the clone drive automatically takes the place of the failed
drive to prevent system downtime.

The source drive can be a member of a logical drive.

The destination (target) drive must be a spare drive.

Go to SANWatch Home > Device sidebar > Device List > device name >
Drives > Tasks section
Steps Click on the Clone menu in the Tasks section.

“He Copy & Replace/ Clone
‘W Copy the content of & drive to ¢
failures.

The front view of the drive slots will appear. Click to select
the source drive.

The source drive must be part of a logical drive.

Clone

Selectthe source drive and use clone itto & spare drive in the Perpetual Clone mode or in the Replace Afer Clon'e"_

RAID

(=] (2] (2] =]
' e—  — | — | | — |
(5] e L] (=]
| — [ — | ' — . e—
] ("] "] o
| — | — — ' e—
(] (] L]
 p——  m— — )

Please selectihe source drive (as a member drive of a logical drive) to be cloned
Drive Slot 5

% Perpetual Clone  Replace After Clone

Apply | | Cancel

Select clone type.

B Perpetual Clone: The source drive continues operation
after cloning. The target drive will be labeled as a “clone
drive” and will not be used until the source drive fails.
When the source drive actually fails, the target drive
takes its place.

B Replace After Clone: After cloning, the target drive
takes the place of (replaces) the source drive. The
source drive will not be used any more until replaced by
a new drive.

Click “Apply”. The target drive (a spare drive) will be chosen
automatically and the source drive will be cloned.
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5.5 Replacing a Drive

Instead of waiting for a drive to fail (and be automatically replaced), users can also
manually replace a drive that is likely to fail in the near future.

The source drive must be a member of a logical drive.
The destination (target) drive must not be a member of a logical drive nor a spare

drive.

Go To SANWatch Home > Device sidebar > Device List > device name >
Drives > Tasks section

Steps Click on “Copy & Replace” in the Tasks section.

The Copy & Replace window will appear.

Copy & Replace

Select the source drive and copy its contents to the target drive. Then, replace the source drive. -

RAID

a a a a
— — — —
a a ] +*
— — — —
("] ("] ] L]
— — — —
(] (] L] L]
— — — —

Step 1: The source drive cannot be a member of a logical drive.

The source drive slot has heen selected: | |

The target drive siathas been selected: | |

Next ] [ Cancel

Select the source drive, and click “Next”.
‘The source drive must be part of a logical drive. ‘
Select the target drive, and click “Apply”.
‘The target drive cannot be a member of a logical drive. ‘

The content of the source drive will be copied to the target drive.
Then the target drive will take the place of the source drive.
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5.6

Identifying a Drive

Users can flash the drive tray LEDs to identify the drive hardware of a storage sub-
system enclosure.

Go To SANWatch Home > Device sidebar > Device List > device name >
Drives > Tasks section
Steps Click “Drive Identification”.
The front view of the drive slots will appear.
i Identify Drive x 1
|dentify selected drives by flashing their LED —

RAID

Drive Slot

i+ Flash Selected Drives
= Flash All Drives
" Flash All But Selected Drives

{ Apply ] [ Cancel l

Select the drive for identification. The drive will be highlighted and
its ID number will appear in the Drive Slot field.

RAID

Dirive Slot: 2

@ Flash Selected Drives
" Flash All Drives
" Flash All But Selected Drives

Select how the hard drive LED(s) will be flashed and click “Apply”.
® Flash Selected Drives

i Flash All Drives
() Flash All But Selected Drives

The LED of the selected (or unselected) drives will turn blue for 5 to
10 seconds.

Parameters Flash Selected Drive Flashes only the LED of the selected drive.

Flashes the LED of all drives in the subsys-
tem enclosure.

Flashes the LED of all drives in the storage
subsystem enclosure but the selected
drive.

Flash All Drives

Flash All but
Selected Drives
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5.7 Configuring Reserved Drive Space

A formatted drive includes a reserved section for event logs and storage virtualization
to ensure these contents are not erased upon system reset. Users can remove the
reserved section (unformatting a drive) to change the drive status to “new.” This is
necessary for debugging purposes, especially before conducting a read/write test on
a drive. Otherwise, removing the reserved section is not recommended.

Go To SANWatch Home > Device sidebar > Device List > device name >
Drives > Tasks section
Steps Click on the Reserved Space link in the Tasks section.

= Reserved Space
w Manage the reserved space for a drive.

The front view of the drive slots will appear.

Clear Reserved Space »®
Please selectthe drive for cleating its reserved space. _
RAID
a a a a
) { | { | )
("] ("] o o
— — — —
] ] @ @
) { | { | )
("] ("] o o
— — — —

Drive Slot |

The drive cannot be a member of a logical drive

[ Format ] [ Close ]

Click the drive to format or reformat. The selected drive will be
highlighted and its ID number will appear in the Drive Slot field.

RAID

L] e L] e

— — — —
L] L] L] L

— — — —
] ] ] e

— — — —
L] L] L] L

— — — —

Drrive Slot 1

The drive is unformatted.

The system determines if the drive has been formatted or not.

[ ] If the drive has been formatted, click the Reformat button at
the bottom to proceed.

] If the drive has been unformatted, click the Format button at
the bottom to proceed

ASR-53001 Series SANWATCH User Manual 92



5.8

Assigning Spare Drives

Only a hard drive that is not yet part of a logical drive can be assigned as a spare

drive.

Warning! We strongly recommend assigning a spare drive. The risk of data loss is

A

increased without a spare drive!

Go To SANWatch Home > Device sidebar > Device List > device name >
Drives > Tasks section
Steps Click on the Spare Drive Maintenance link in the Tasks section.

e : Spare Orive Maintenance
Select a drive and assign it to a localfiglobalfenclosure spare drive.

The Spare Drive Management window will appear.

Manage Spare

Selectthe drive and choose the type of spare drive.

RAID

Select the drive to add or the spare drive to delete

Drive Slot 1

& Global Spare " Local Spare " Enclosure Spare

Highlight an available drive.

The drive slot number will also appear.

Drrive Slot 7 |

The drive must not be a part of an existing logical drive. |

Select the type of the spare drive.

f* Glohal Spare = Local Spare = Enclosure Spare

B Global spare: Spare drive for logical volumes

B Local spare: Spare drive for logical drives

[ ] Enclosure spare: Spare drive for that particular subsystem
enclosure

Click “Add”. The drive will be set as a spare drive.
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Deleting Spare Drives [This option is available when one or more spare drives exist.
Click on Spare Drive Maintenance in the Tasks section.
The Spare Drive Management window will appear.
Highlight an existing spare drive (marked by the plus sign to the

left).

(e | e W | R e —
- . — KN __
e e e p——
N e ey ey——

The drive slot ID will also appear.

Dirive Slot |.'=' |

Click “Delete” to delete the spare drive. The drive will revert back to
being a standard (unused) drive.

5.9 Monitoring Disk Drive Usage (Performance
Monitor)

The Performance Monitor allows real-time monitoring of disk drive performance and
usage to enable the identification of performance bottlenecks.

Go To SANWatch Home > Device sidebar > Device List > device name >
Drives > Tasks section
Opening the Click the Performance Monitor link in the Tasks section.
Performance Monitor w SermrrEmne (et
Monitar the readiwrite latency and the transtfer rate of a drive.

The Disk Performance Monitor will open and update the disk drive
usage in real time.

Perfoermance Monitor

View Options
[ Latency (ms)
[T Rate (MBIs)

 Fead ]

Drives

mLogical Drive |D:; 40296298 (=

W Drive Slot 2 Channel 4

W Drive Slot 3 Channel 4
mLogical Drive 1D: 57905210

W Crive Slot 4 Channel 4

W Crive Slot 5 Channel 4

W Crive Slot6 Channel 4
mLogical Drive ID: ehBaf43 —

| Drive Slot 9 Channel 4

| Drive Slot 10 Channel 4

Drive Slat ¥ Channel 4 hd
Select a drive to viewy its

P
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Monitor Graph

Dirive Slot 2 Channel4

1.00

Latency (ms)
= o
in =~
=} th

=
o
ch

=
=
=

09:z22:10 092220 09:22:20

B Title: Specifies the slot location and host channel ID of every
drive.

B Vertical axis: Shows the latency. 1.00 millisecond = 100%.

[ ] Horizontal axis: Shows the current time

Configuring the Axis

To set the average time and duration (x-axis), use the drop-down
menu in the sidebar.

Average
1 j Second
Duration

30 j Second

The y-axis item can be selected from the sidebar. By default, the y-
axis is set to show both latency and data rate. This can be set to
show just data rate or latency.

View Options View Options
v Latency (ms) ¥ Latency {ms)
[T Rate (MBis) v Rate (MBI
e FEA0 — TR m FEa0 — T
Drive Slat 1 Channeld Drive Slot 1 Channeld
1.00 1.0
075 0.5
050 oo
143620 143640 143650
025 1.0
0.00 0.5
143520 14:35:20 14:35:40
oo
143520 14:35:20
Specif , iod:
Average pecifies the data averaging period: 1, 2, 4, and
8 seconds.
. Specifies the time range of the monitor screen:
Duration

30, 60, 90, 120, and 160 seconds.
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Drive Categories and All physical and logical drives are categorized and listed in the
List sidebar.

mLogical Drive [D: 19a5ab97
| Crive Slot 5 Channel 4(5)
| Crive Slot 6 Channel 4(5)
Dirive Slot 1 Channel 45
Dirive Slot 2 Channel 405
Dirive Slot 3 Channel 45
Dirive Slot 4 Channel 45
Dirive Slot 8 Channel 45

Select a drive to view itz
parameters.

B Logical Drive
M Zpare Drive
ruzed Drive

Logical Drive  The hard disk is part of a logical drive.

The hard disk is part of a local or global spare

Spare Drive drive.
. The hard disk does not exist, or is not part of a
Unused Drive : .
logical drive.

Recording the Status Disk performance data can be recorded into a log file. Simply click
the Start Recording button.

Start recording

00:00:00

The recording window will appear.
Performance Monitor

— Start at
» Immediately

Start at a predefined time

Date: I:ﬁ Huur:l 0 v | r\-1inute:| 0 v

— Stop at
# Stop Manually

Stop after

Record Duration:Hnur:i_ﬂ- | Minute:|o | Second:|30

Select the starting time: right now or later.
Start at

» |mmediataly
Start at a predefined time

Date: [ Hour|0 v | Minute:| 0 v
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To select the start date, click on the calendar icon.

Start at a predefined time

Date:| [ﬁ Hour: | 0

0 July 2014 0

-Stopat Sy Mo Tu We Th Fr Sa

# Stop N
1 2 30 4] 5

Stop 2
] 7| 8 9y 10 11} 12

Recor
13| 14 15] 16 17| 18] 19
200 21| 22) 23| 24| 25] 26

- Log Pars

27| 28 29 30 M
Averal

Set the end time either manually or after a fixed period.
Stop at

e Stop Manually
Stop after

Record Duration: Hour: [ | minute:[g | second:[3p

Select how frequently the data will be sampled.

Log Parameters
’7 Average Period of Lag: Hour: | Minute: g | Second:[10

Click “OK”. Once recording, the button will show “Stop Recording
and Download Log”. Click this button to manually stop the record-

ing and/or download the result to a local file.

[ Stop recording ]

[ Download log ]
n0:00:04
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Chapter 6

Working with
Channels



6.1 Introduction

[EL Davice List Defautt Group

Elfem Storage
Ej Logical Yolumes
o Drives
- Channels
= pata Hosls
"'ESchedu\es

g, Host

Channel ID Data Rate «

Max Speed » Current Speed Status

Channel 0 Auto 8 Ghps 8.0 Ghps Link Up
Channel 1 Auta 8 Gbps - Link Down

Channel 2 Auta 8 Gbps - Link Down

&%, Expansion

Channel ID Speed Status

Mo Data

This chapter describes how to view and adjust the host channel configurations,
assign an alias to a channel, group channels, and check whether channels are fully

connected.

6.2 Viewing Channel Configurations

Viewing Channel
Parameters

Go to SANWatch Home > Device sidebar > Device List > device
name > Channels
The list of host-device channels will appear.

kgl Host

Channel ID Data Rate «
Channel 0 Auto
Channel 1 Auto
Channel 2 Auto

Click on the link to see the parameters of each channel.
Click “Refresh” to update the parameters to the latest status.
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Configuring the Host Channel Settings

Go To SANWatch Home > Device sidebar > Device List > device name >
Channels > Tasks section
Steps Click on the Host Channel Settings link in the Tasks section.

Host Channel Settings

Configure the default cortraller data rate and contraller
0.

The list of channels and their configurations will appear.

iSCSI Channel

Configurations Channel 4 Chiamnel5  Chiannel 0 Chiannel 1. Chamnel 2 Chiannel 3
Parameters D MCS Group
Current Data Rate - AlD BID
Current Transfer Bandwidth:  iSCS] "o 2l o - &0
IPvd Type DHCP i ekl ~1
Slots P4 P Address: rz = -
SlotB IPv4 IP Address ml s — -
IPYE Type Dizabled o 4 4
Slats IPYE Address: s rs ]
SlotB IPYE Address: rs e
i P

Click “Configure” to modify the IP address, subnet, and gateway
(route). Note that each slot has a unique IP configuration.
Interface ID: 00D0238C70d 2

—IPud
Type: © Static & DHCP ¢ RARP

SlotA SlotB

— IPvE
Type: ¢ Static ¢ Auto & Disabled

Slot & SlotB

IP'/E address IF'/& address
Subnet prefic length: Subnet prefic length:
Route: Route:
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iSCSI Parameters Channel ID

Specifies the LUN mapping ID number.

MC/S (Multiple Connections Per Session) proto-

MCS Group col allows combining several channels to improve
performance and failover rates.
(Configurable)
B Static: Specifies a fixed IP address.
B DHCP (Auto): Allows the router/switch to
pick an available IP address for the subsys-
Type tem. .
B RARP: The Reverse Address Resolution
Protocol (RARP) requests the IP (IPv4)
address from an administrative host.
| Disable: Disables the IPV6 address protocol
(used when IPV4 is used instead of IPV6).
Configurable
IP Address (Specifiqes the I)P address in IPV4 or IPV6 format.
(Configurable)

Subnet Mask,
Default Gate-
way, or Route

Allows users to specify the surrounding subnet
and gateway, enabling the subsystem to specify
the network subdivision.

Fibre Channel

Configurations

Channel 4 Channel 5

Parameters

Fibre Channel ports have a few configurable parameters (users
can select the default data rate for some channels).

Channel 0 Channel 1 Channel 2 Channel 3

D

Current Data Rate: 4.0 Ghps AlD BID
Default Data Rate: Auto j 112 < [Fa2 7y
Current Transfer Serial I— 113 p113
Bandwidth:
Mode Mame Port Mame I—11d '_114
115 s
AlD 112 AlD112: 118 116
20000000230C70D12 24000000230C7012
BID 13 BID 113 ru7 7
20000000231C7012 24000000231 7012 118 118
118 ﬂ 119 LI
Fibre Channel Channel ID Specifies the LUN mapping ID number.
Parameters Data Rate Specifies the data rate of the Fibre Channel.

ASR-5300I Series SANWATCH User Manual

102



6.4

Checking System Health

Go To SANWatch Home > Device sidebar > Device List > device name >
Channels > Tasks section
Steps Click the System Health Status Settings link in the Tasks section.

| Swysterm Health Status Settings
) Swatemn Health Status Settings

The system will check all channel connections, and display the fol-
lowing message if all connections are standard and approved.
Check Connection Status ®

All connections are normal and approved.
If you want to update the approval list, please change the current

setting manually and check again.

If any abnormal or unapproved connections are found, the system
will display the status of these connections in a list.

List of abnormal or unapproved connections

Approved Type « Channel ID + Speed v Status
Host 2 = Link Down
Host 3 = Link Down
Host 4 = Link Down
Host 5 = Link Down

Select the connection(s) to approve. If the connection is found to
be unhealthy (i.e., contains network irregularities), the following
warning message will appear.

Health Check %

Improper connection status or settings have heen detected.

Areyou sure the configurations are praven?

[ Yes ] [ No l
[ ] If users click “Yes”, the Health Check link will be disabled and
the connection marked normal.
B |f users click “No”, suggestions for improving connectivity will
appear.
Health Check %

& Flease fix the cabling prohlem or configure connection settings, and
then check the systerm health.
Systern notifications will continue to be generated until the settings

are configured corractly.

[

103 ASR-5300I Series SANWATCH User Manual




ASR-53001 Series SANWATCH User Manual 104



Chapter 7

Working with Hosts



7.1 Introduction

Gyalem  Gengs  Longusge  Aboul (@ Repheation Marager (7 ] (S Data Relnad

st M W kv [ [ Mot Vohume

(B Bvevize Limt

.| Evrroian 127.00.1 windows arver 2006 2 au

-Sionage

* Elueca vivm
L

N Crarck

s DR

This chapter describes how to add or disconnect a host computer to/from the current
system, configure database flush settings, and configure an MPIO system topology.

7.2 Adding a Host

Go to SANWatch Home > Device sidebar > Device List > device name >
Data Hosts > Tasks section
Steps Click on the Add Host link.

Add Host
Add a management data host by its P address ar host name.

Enter the IP address of the new host, then click “Add”.
Add Host %

Entarthe IP address orthe host name of the data host and add itta th
hosts.

Host IP address: 127.00.1

[ add l [ Close

The new host will appear in the Data Host section.

Host Name IP Address 05
Q EVT-PC140 127.0.0.1 Windows Server 2008 R2
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7.3 Removing (Disconnecting) a Host

Go to SANWatch Home > Device sidebar > Device List > device name >
Data Hosts > Tasks section
Steps Click on the Disconnect Host link.

Disconnect Host
Remove a host from the management list.

Select the host to be disconnected and click “Disconnect”.

Disconnect Host x
Disconnect a data host from the selected device and rernove the hostfrom the list _
[~ Host Name IP Address 05
¥ EVT-FC140 127.0.01 Windows Server 2008 R2

Disconnect ] [ Close

The host will be removed from the list.

Bata Host —————————

Host Name IP Address o0s

Disconnecting the host will not affect its configurations. When the
host is reconnected to the device, its prior configurations will be
reestablished.
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7.4 Editing Multipath Devices through EonPath

Go To SANWatch Home > Device sidebar > Device List > device name >
Data Hosts > Tasks section
Steps Click on the EonPath link in the Tasks section.

EonPath
Zelect a host and viewvy itz multiple 11D (MPICY connection tapology.

The list of current hosts will appear. Highlight the host to configure
and click “Next”.
EonPath x

Select the data host for configuring multiple paths first

Host Name IP Address

EVT-FC140 127001

[ Next l [ Cancel

Users can view a list of the existing multipath devices.
Multipath Device | Statistics |

— Host Physical Device

Index | Device | Enclosure ID Volume ID Status Size -
0 25092 2DT46E3107358AD Used Device, OK, Passive, 50 GB
1 25092 3AABCD40392D97A0 Used Device, OK, Passive, 60 GB
2 25092 2DT46E3107358AD Used Device, OK, 50 GB
3 25092 3AAGCD40392D97AD Used Device, OK, 60 GB

— Multipath Device

Index | Multipath Device | Enclosure ID | Volume ID Number of Paths | Load Balance Method Size -
0 MPDevice1 25092 2D746E3107358AD 2 MINI QUEUE 50 GB
1 MPDevice2 25092 3JAABCD40392DaTAD 2 MINI QUEUE 60 GB

Users can edit the list of existing multipath devices.
Select the load balancing policy.
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7.5

Load balancing is only applicable to active paths (not passive
paths).
¢~ Round Robin
Distributes VO equally among the paths in a round-robin sequence.
= Failover
Combines twa WD paths as one fault-talerant path.
* Mini Queue
Shares 0 requests equally by detecting paths with low traffic and directing 0= there.

Click “OK” to finish editing the multipath pair, and click “Close” to
close the Information window.

Click “Refresh” at the bottom to update the status if the device does
not appear.

Parameters Loads cannot be balanced between multiple
Failover paths. One dedicated path will be used for all
data transactions. If the main path fails, the
remaining path will assume the role of main path.
Data transactions are shared with all paths. The
Mini Queue data load will be dynamically distributed accord-
ing to the length of the job queue.
Data transactions are shared with all paths. The
Round Robin  data load will be equally distributed in a round-
robin fashion.
Go To SANWatch Home > Device sidebar > Device List > device name >
Data Hosts > Tasks section
Steps Click on the EonPath menu in the Tasks section.

The list of current hosts will appear. Highlight the host to configure
and click “Next”.

Select the Statistics tab. The list of multipath device statistics chart
will appear.

EonPath Settings
Multipath Device Statistics

Throughput
(Mhps)

Enable Device Throughput Record

10

g MPDevicel 0.00 0s

0o

Refresh | | Close
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Select the checkbox next to the multipath device to be monitored.
The graph will update the 1/O statistics in real time.

Enable Device

| MPDevicel

To refresh the plot, click “Refresh”.

7.6

When database applications (SQL, Oracle, etc.) are running on the host computer,
user data is temporarily stored on the host computer’s memory (cache memory)
before being transferred to the RAID subsystem. When conducting a replication
operation (such as a snapshot or volume mirror), ensure the cache memory content
is transferred to the RAID subsystem before initiating a data backup. Otherwise, data
inconsistencies between the RAID subsystem and host computer may occur.

The database flush mechanism ensures that all cache data on the host computer is
flushed (transferred) to the RAID system before a replication job is initiated.
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In-Band Versus Out- There are two methods used to flush cache memory depending on
of-Band the connection between the host computer and the subsystem.

In-Band Flushing

For this method, flushing of the cache memory is triggered by the
host computer, which is connected to the subsystem via an in-band
connection. This is the standard flush method when only one data
host computer exists or is not installed with Windows Virtual
Machine (VM).

console

o5 ] Outof band

Servers Applications
Data Host agent

#<IPaddr >

—
STORAGE ¢10oRAGE

Out-of-Band Flushing

For this method, flushing of the cache memory is triggered by an

out-of-band host computer. This method is required in the following

cases:

B Multiple host computers with database applications are con-
nected to the subsystem. In-band flushing may cause conflict
if more than one host computer simultaneously attempts to
backup user data. In such cases, out-of-band flushing allows
multiple servers to perform data flushing sequentially without
conflict.

B Windows Virtual Machine (VM), installed on an ESX server, is
in operation on the host computer. Because a VM cannot initi-
ate cache flush commands, the host computer must use an
out-of-band connection to trigger flushing.
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7.7 Configuring In-Band Flushing Using a DB Flush
Agent
For data held in database forms, all data must be flushed into the storage subsystem

before conducting data backups. The DB Flush module in SANWatch enables users
to automate this process.

DB Flush is compatible for the following databases:

E  SQL

B Microsoft Exchange

B Oracle

Go To SANWatch Home > Device sidebar > Device List > device name >

Data Hosts > Tasks section
Step 1: Activating DB  Click on the DB Flush Agent link in the Tasks section.

Flush Agent
9 : DB Flush Agent
Configure the database flush setting of a host with an agent.

The list of current hosts will appear. Highlight the host to configure
and click “Next”.

DB Flush Agent x
Select a data host for configuring a database ush task -
Host Hame IP Address
EYT-PC140 127.0.0.1

Next ] [ Cancel

The DB Flush Agent setting screen will appear.

DB Flush Agent Settings ®
Configure the database for Aushing the data during data service operations. -
Connected Host IP Address: 127.0.0.1 -

— Cluster Settings
[~ Enable Cluster Support, | Host j
IP Address af Secondary Mode: | |

— DB Flush Settings

Index - Type = ‘ DB Name - DB Server « ‘ Enable - };I
[
add | [ et | [ Dpelete |
[Z Ernahla Flich | an j
[ 119 ] [ Cancel ]
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Step 2: Enabling
Database Clustering

Changing the database clustering settings resets all DB Flush
Agent settings.

Database clustering refers to storing sequential rows of a database
table on a disk. For server-centric database systems, this boosts
database performance because the server can directly access the
disk during database operations.
To enable database clustering, check the Enable Cluster Support
checkbox and select “DB Cluster”. To add an additional node,
select “Host” and enter the IP address.

Cluster Settings

v Enable Cluster Suppart: Host j

IP Address of Secondary Mode:
& DB Cluster

Step 3: Enabling Flush
Logs

Flush logs can be enabled to achieve the following:

B Eventlogs for clustered nodes stored directly on the
machine.

B Events reported in the following locations:
Windows: Event Viewer
Linux: /var/log/messages
Solaris: /var/adm/messages

Step 4: Configuring
Database Flush
Settings

Click “Add”. The DB Flush setting window will appear.
Add DB Flush Settings

Saelect the database connection parameters for the data lush task.

DB Type: Sl Server j

DB Serer Marme:
Listen Port; 1433

DB Mame:

DB Administrator:

Fassword:

=]

Flush Operation: Enahle

Enter the parameters and click “OK”.
The new database flush setting will appear in the DB Flush Agent
screen.

Click “OK” and close DB Flush Agent.
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Parameters DB Tvpe Specifies the database type, such as Oracle,
yp SQL Server, and MS Exchange.

Specifies the user-defined name of the data-
base server.

Specifies the network port (default 1433) from
which the database listener (software that
manages network traffic between the data-
base and client) monitors.

Specifies the user-defined name of the data-
base.

DB Server Name

DB Listen Port

DB Name

Specifies the database administrator user
name. Enter a “SA” (system administrator)
login name. The “SA” name can be disabled
when setting the database security level. If

DB Administrator “SA” access is disabled, the only way to
access a database system is by logging in as
the Windows Administrator. For further
details, refer to the section on how to enable
an “SA” login.

DB Password Specifies the database password.

Allows database cache memory to be flushed
Enable DB Flush to a local file before snapshot images are
taken.

7.8

The default path to view system events can be found in
C:\app\Administrator\product\11.1.0\db_1

From there, users can also check related events. To examine event messages, go to
Windows Computer Management -> System Tools -> Event Viewer -> Application

Event messages generated by the DB Flush agent are listed below.

List of Events Message Description
unsupported .
plat form The OS platform is not supported

config file not
exist or dam-
aged

No associated DBFlush configuration file
exists or the file is missing.

config file io Could not access the DBFlush configuration
error file.

dbflush no con-
fig, do nothing

No valid DBflush configuration.

begin suspend
database dis-
kno=xx

dbflush x: is
disabled, do
nothing

Starts DBFlush operation on partition or vir-
tual volume index #.

DBFlush configuration profile index X is man-
ually disabled.

server X Ssus-—

pend fail DBFlush on server X operation failed.

suspend data-

base fail DBFlush operation failed.
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7.9

end suspend DBFlush operation completed.

database
enter resume DBFlush operation ended, resuming normal
database database operation

server x: DBFlush operation ended, failed to resume

resume data- .
normal database operation.

base fail

end resume DBFlush operation ended, resumed normal
database database operation.

To protect the integrity of snapshot copies, before taking a database snapshot, users
should ensure that all data in cache memory is flushed to the storage system. For
databases, a dedicated DB Flush Agent can perform flushing automatically. How-
ever, for other databases, flushing must be conducted manually.

Note In the configuration example provided below, the Oracle database,
including its data, log, and control files, are assumed to be stored in
partitions on the storage system.

SQL*PLUS is an Oracle command-line utility program.

Step 1: Suspend or The database can be suspended or shutdown depending on
Shutdown the whether snapshot protection is to be performed online or offline.

Database
To perform snapshot operations online, the database should be

suspended using the following SQL*PLUS2 commands:
c:\sglplus /nolog

SQL>conn / as sysdba

SQL>alter system suspend;

To perform snapshot operations offline, the database should be
shutdown using the following SQL*PLUS commands:
c:\sglplus /nolog

SQL>conn / as sysdba

SQL>shutdown immediate;

SQL>startup mount

SQL>exit
Step 2: Take In SANWatch GUI, take snapshots of the partitions storing the
Snapshots database.

If Oracle database files are stored in multiple partitions, to ensure
data consistency, use the Group Snapshot feature to take simulta-
neous snapshots.
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Step 3: Resume or To resume the service of a suspended database, input the follow-
Restart Database ing SQL*PLUS commands:
Service c:\sqglplus /nolog
SQL>conn / as sysdba
SQL>alter system resume;
To restart the service of a shutdown database, input the following
SQL*PLUS commands:
c:\sqglplus /nolog
SQL>conn / as sysdba
SQL>shutdown immediate;
SQL>startup;
SQL>exit
Then restart the service on the host server.

When necessary, use the database snapshots to rollback data or
restore files.

Test Script Below is a sample script that tests growing databases in Oracle.
create table student

(id int,

name varchar (10),
english int,

math int,

chinese int

)

tablespace users;

create or replace procedure loopinsert as
i int:=1;

begin

for i in 1..500000 loop
INSERT INTO student
(id, name, english, math, chinese)

SELECT max (id) +1,

'sk', max(english) + 1,

max (math) + 1, max(chinese) + 1
from student;
commit;

end loop;

end;

/

exec loopinsert;

commit;
Examining the Backup Users can schedule snapshot backups that verify database accu-
Process racy by performing a rollback of an active database.

The backup process can be examined via Oracle Log File Viewer.

1 Log File Yiewer - 172.16.80.1304AAA

[ Load Log (¢l Export [@]Refresh 7 Fikter .. A Search ... [fHelp

Mail
il Log file summary: No fier applied |

Server |

Curent - 5/23/2003 1:01 D2, J Souce | Hessane 2

Dl fuchive #1 -5/23/2009 .| 6/23/2003 1 07.06 4 | Backup |Database backed up. Database: b, crzafion datelimel, 2008/5/2311 00.48), pages dumped: 276, fst LGN: 43, 355.47, laot LN 43.425.1, mumbrer of dump devices 1, device in

Dlrchive #2-6/23/2008 | 5/23/2005 10705 AW spidS5 | /0 was resumed on database db. No user action is tequired

[ Archive #3 - 5/23/2008 12 BAZE20091:05504M  spidS 140 is frozen on database db. Mo user action s requied. Howewer. if 1401 is not resumed promptly, you could cancel the backup

[ archive #4-5/23/2008 | 553500910041 A Logon  Login failed for user 'sat. Rieason: Faied to open the explichly specified database. [CLIENT: 17216:80130]
o
=l

]

Bchive 15 - 5/23/2009
oy ki 5232003 10141AM  Logon | Error 18456, Severty 14, State: 6.
[ []50L Server Agent
5/23/2003100494M  spidi7  Selling dlabass oplion PAGE_VERIFY to CHECKSUM for database cb.

= []'Windows NT
S annnG 4.0 Ks Al i i Amb b b WAL T 1EED o (M e A obomnn A 1

ASR-5300I Series SANWATCH User Manual 116



7.10

To protect the integrity of snapshot copies, before taking a database snapshot, users
should ensure that all data in cache memory is flushed to the storage system.

Sample Database
Configuration Using
SQL Server 2005

Create volumes. Reserve sufficient unallocated storage space in
volumes for performing snapshot backups. Depending on the
amount and frequency of data changes, a partition capacity of 2 to
3 times the snapshot is typically required for snapshot backups.

When taking snapshots for database applications, such as Oracle,
use “Group Snapshot” in the scheduler. The Group Snapshots
function ensures consistency between database volumes and logs.
For group snapshots, users must select multiple source volumes.

1. Map virtual volumes to hosts.
2. To test backups, copy data files to a virtual volume.
3.  Start Microsoft SQL Server 2005.

) Accessories » | SOL Server Mangement Studio
,lﬁ Camputer Associates L4
I isilo 3
,lﬁ Microsoft Office [

ﬂ-f Microsoft S3L Se 2005k .lﬂ Configuration Tools
,lj FrintMe Internet Prinking 3 .lﬂ Analysis Services
Getif 2,3.1 ] Documentation and Tutarials

) Microsoft Visual Studio 2005 ) Performance Todls

e

-4 WA S0L Server Business Inteligence Developrment Studio

:_5:5 SCL Server Management Studio

4.  Use the Attach function to assign a virtual volume as the
database location.

{50l Server 9.0,2047 - FGREFWE: |

[ Swster  Mew Database... L] Data bESE
i DataD. e FGREFWE4W3\Dat
S —

Restore Database. ..

[ ] adven
| 1656 Restore Files and Filegroups. .. Mame

= [ Security Refresh [ System Databases
[ Logins [ Database Snapshots
L Server Roles | Adventureworks
(1 Credentials | | AdventurewworksDm

[ Server Objects
[ Replication
1 Management
[ Motification Services
I_ﬂ] S0L Server Agent (Agent ¥Ps disabled)

[ )16 50QL_Test
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5. On the next screen, click “Add” to attach databases.

_' Attach Databases

=10l x|

Database details:

Select apage L5 Seript - LY Help
2 General
Databases to attach:
| MDF File Location | Database .. I Attach bs | Clwner I Status I Message I
Attach DataBases

Remove

6. Select the previously copied database files.

ocate Database Files - FGREFWE4W3

Select the file:

=0l x|

] 1G_S0L_Test.mdf
b ] BO0M_SGL_Test.mdf
-] Morthwind.mdf
{0 Systern Yolurne Infarmation

3

-k

=03 K
Selected path: IH:\DB_Source\Eackup
Files of type: IDatabase Files(*. mdf) j
File name: |1 00k _SQL_Test.mdf

7. Verify the file paths are correct.
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10l x|
Select apage L5 Seript - (LY Help
27 General
Databases to attach:
| MDF File Location | Database .. | Altach &g | Clwener | Status | Message |
| HADB_Sowcs\Bac.. .| 100M_S3.. 100M_S0.. FGREF.. |
Please check data base file path
Add. Bemove |
"100M_SGL_Test" datfbase details:
Original File Mame ] | File Type | Current File Path Meszage |
. 100M_SEL_Testmdl | Data H:%DB_S ource“Backuph.
Connc:icy 100M_S0L_Test lo.. Log H:ADB_S owcshBackuph.




8.  Verify the attached data.
=] Lﬁ FEREFWE4W3 (SCQL Server 2.0.2047 - FGREFWE:

= [ Databases ; _
[ System Databases Lj l 00 M_SQ L_
[0 Database Snapshoks FGREFWE4Y3|Databases]

| Adventureorks
| AdventureiorksDiw

| 1 15_S0L_Test e
= [diDatabase Diagrams
[ Database Diagrams i Tables
= [ Tables g views
[ Swstem Tables £ Symomyms
E £ dbo.aaa .
[ Colurnins | Programmability
[ Keys [ Service Broker
[ Constraints [ d5torage
[ Triggers | Security
1 Indexes
[l Statistics
=] dbo.aaaf
=1 dbo,Tabled | —
= dbo.Tablel$ =T 100M Data base
[ Views

[ Synonyms

[ Programmability
[ Service Broker
[ Storage

[ Security

Test Script

Below is a sample script that tests growing databases in SQL.

create table DBFlush.dbo.DBtest
(ID bigint,

Rrd Name char (20),

Math float,

English float,

Chinese float,

physical float

) i

use DBflush
GO
declare @a int,@Temp Name varchar(10),@c int ,@d
int,@e int, @f int, Q@Out String varchar (30)
set Qa=1
set @Temp Name='sk'
set @c=99
set @d=99
set @e=99
set Q@f=99
while Qa<=1000000
begin
insert into DBflush.dbo.DBtest

(ID,Rrd Name,Math,English,Chinease,physical) val-
ues

(Ga, @Temp Name, @c,@d,@e, Cf)

set Qa=@a+l

set @QOut String = 'This Record NO is:' +
Str(Qa)
PRINT @Out String;

end
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Examining the Backup You may perform snapshot backup using schedules that start from
Process an active database and verify correctness of backup by performing
the rollback function.
Check Windows Computer Management -> System Tools -> Event
Viewer -> and Application.

L Computer Management

g File  Action Yew Window Help

¢~ | AmEFRR| 2 m

E Computer Management {Local) Type | Date | Time | Source | Categor: | Ewvent | User I Computer |
- System Tooks Eirformation  523(2009 LOT:06 AM  MSSCLEABA Backup 18264  SYSTEM CDSERVER 134
£l ] Event Viewer DiInformation  5/23(2009 1:07:06 &M IFT DBFushAgent Hone 1 [JTS CDSERVER 134
Application DiInformation  5/23(2009 1:07:06 &M IFT DEfushAgent Hone 1 1T CDSERVER134
oeetinky DInformation  5/23(2009 1:07:06 &M IFT DBFushAgent Hone 1 & CDSERVER 134
=yston Dinformation  5/23(2009 1:07:06 AM  MSSOLEAAA Server 3198 SYSTEM (CDSERVER 154
4] Windows Powershell | (51 e ation  5f23j2000 1:07:06 AM  MSSQLSERVER Backup 18264 SYSTEM CDSERVER134
gg f::;fﬂ;:':::j e @Information 5732000 1:07:06 A MSSOLSERVER Server 3195 SYSTEM CDSERVER134
@Information  5/23(2009 1:06:07 AM  MSSQLSERVER Server 833 A CDSERVER 134
- #4] Performance Logs and alert: | 7
g Device Manager '\?Information 5f23f2009 1:06:02 AM  IFT DEflushAgent Hone 1 A CDSERVER134
L—]@ Storage @Information 5j23/2009 1:05:55 AM  IFT DEflushagent Mone 1 Mia CDSERVER 134
&£ Removable Storage @Information Sfz3fz009 1:05:52 AM  IFT DBflushagent Mone 1 Mia CDSERVER 134
§ Disk Diefragmentar Dinformation  5{23(2009 L0550 AM  MSSQLEAAA Server 3197 SYSTEM CDSERVER 134
Y Disk Management Dirformation  5{23(2009 1:05:45 AM  MSSQLIERVER Server 3197 SYSTEM CDSERVER 134
EI-& Services and Applications @Information 5i2312009 1:05:47 AM  IFT DEflushagent Mone 1 Mia CDSERYER 134
[]---8 Telephony @Infnrmatlon 5i23/2009 1:04:44 AM  ESENT General 101 [WIFS CDSERVER 134
Services @Infnrmation 512312009 1:02:58 AM  RAID-Agent Mone 105 Mia CDSERVER 134
-ty WMI Control
-4 SQL Server Configuration M.
l']--g Indexing Service
[]‘-?_’g Internet Information Service

7.11 Enabling SA Login in MS SQL

If SA login is disabled or the SA login password is forgotten, the following message
will appear.:

Cannct connect bo DEERA.

Additional information:
Ly Login Faded for iser ‘DEEP A Admmivistrafor’, (Miorcsalt SO0 Server, Error; 18456)

oY Ce

The screenshot below shows the members of the Windows Administrators group.

Adminisirators Properties

Germrnl
g Adrarachislods

Dironphors amplete and uniesincled sccess 1o the compubendoman

Lmmber:

Mekmarastishor
TEST

[ o [ coes |
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Note MSSQLSERVER is for default instances. If proceeding in a named
instance, use MSSQLS$Instancename instead of MSSQLSERVER.

Steps 1. Login with the ID Test @OS Level.

2. Stop SQL Server 2005 using the following command:

NET STOP MSSQLSERVER

3.  Start SQL Server 2005 in Single User mode using the follow-
ing command:

NET START MSSQLSERVER /m

4.  Log into SQL Server 2005 using the ID Test as shown in the
below screenshot.

s Micrasaft 5QL Server Management Studie
Ee ER Yew Jook Wirdow Commurdy Help
Ao ) 25 0SS @ BABES,

| Gibject Explorer = 0 X Object Euplorer Detais
Cavect= | 8 u T 7] R -
=y T
= 22 bt || DEEPAK (SQL Server 9.0.3042 - DEEPAK\TEST)
[ Sarver Objects DEEPAY,
& [ Replcation
B [ Managesent
# [ Notification Senvices [
2 54k Server Agent (Ageck iP5 disbled) [ Datebases
8 Seaxky
[ Server Objacts
- Replication
[ Manapamant
A Notification Services
50K Server Agert (Agerk XPs deabled)

5.  Because SQL Server is started in Single User mode, only one
connection is allowed. Users will receive the following error if
they click “New Query*.

Connect o Database Engine

Cannck connect to DEEPAK,

Additional information:
la  Login faled for uper DEEPAKITEST, Reason: Server i in snge wer imads, Onby one adminitrabo
can connack ok thes b, (Mcrosoft SO0 Server, Ermoe: 18461)

o0 9 o]

6.  Disconnect and close Object Explorer. Reconnect using “New
Query”, as shown below, and then enable SA login by input-
ting the following command:

ALTER Login SA enable

R Miciosolt SO Server Management Sludio

Bl B Wew Query Brofest [ooks  Window  Commundy bl
St O D H B G ddd BABES,
| 3L e s Moo v 5 STW 2 2% T 0 OEID Z 2 FE

newmmnuwm" Object Explover Detals
ALTER LOGIN 34 B}M.Bl.q

121 ASR-5300I Series SANWATCH User Manual




7.  To create a new SQL Level login with system administrator
privileges, follow the process shown in the screenshot below.
E. Mierosoll 500 Server Management Siudio

B Bt ew Query PBroject Jook  Window  Commundy  Helo
Aoy b D B Swwdd AN,

{8 g et o R ueose o B I3 W2 25 37y |
DEEFRCmaster - SQLQuerydsgl®  Object Exploser Detads

CREATE LOGIN SAHPLE
WITH FASSWORD ' =amS2KE'

5P _ADDSRVROLEMENBER “SAMPLE', ' SYSADMIN'

8.  Now, users must stop and restart SQL Server normally using
the following command:
NET START MSSQLSERVER
9.  Connect using the SA login or newly created login and follow
the procedures shown below.
Dbject aq:u:umu-
3 Fla x s m

.1 DEEPAK (SQL Server 9.0.3042 - SAMPLE)

DEEFAK

LH Notfication Services
NS00 Sarver Agert (Agent 1P ditablad)

ul:pma;i:umfm s
b RCIN -4 Eizﬂ

|| DEEPAK (SQL Server 9.0.3042 - sa)

DEERAK

[ Sty

Ll Server Obdects

AR sphcation

L Management

L Mot fication Services

L 0L Server Agerk (Rpent M disabied)
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7.12

Steps (Windows
Environment)

1. In Windows, open Server Manager > Configuration > Ser-
vices.
__|=!r_=| Server Manager (WIN-TETY2MEIE
o' Roles
g Features
(= 7 Diagnostics
1] Event Viewer
(51 Performance
= Device Manager
= jﬂ Configuration
(1) Task Scheduler
[+ ﬁ Windows Firewall with ads
5L Services
ﬂ WHMI Conkeal
[+ #ﬂ Local Users and Groups

2. Ensure that Data Host Agent for RAID Controller is initiated.

&l Cryprographic Services Provides fo...  Starked Aukomatic Metwork 5.,

*Data Host Agent For RAID Controller Started Automatic Local Syste
£1DCOM Server Process Launcher The DiCOM...  Started Automatic Local System

3. Go to Server Manager > Storage > Disk Management.
== SE::rage

E; Windows Server Backup

=g Disk Management

4, Select the disk with the volume to be flushed. If labeled Disk
1, “1” will become the disk ID for SANWatch flush agent con-
figuration.

L_aDisk 1

Basic

465,76 GB
Cnline

5. Refer to the section titled “Configuring Out-of-Band Flushing
Using a DB Flush Agent” for information on how to configure
SANWatch to perform data flushing.

Steps (Linux and
Solaris Environment)

1. In Linux, start the data host agent.

[rootEtsdRHLES /1# ps -ef | grep newlgent

root ZETE i 0 09:068 7 00:00:03 Jusr/ local/jrel
—¢p newhgent.jar:jconnd . jar: logd].jar newagent. igent Suse/ loca
root 3707 2927 0 09:36 ptsS1 00:00:00 grep newlgent
[root@tsdRHLSS f1#

2. Select the device to be flushed. For example, users may
select the device named “sdb” located at the end of the list.

[rootdt=sdRHLSS ~]# more /proc/spartitions

maijor minor #Hhlocks name

] 0 245117376 =da
=] 1 104391 =dal
=] 2 245007315 =sdaz
253 0 242909154 dm-0
253 1 2064354 dm-1
(=] 16 S5z4z28800 =db

[rootdt=sdRHLSS ~]1# cd 7
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3. Using a web browser, open SANWatch and locate the parti-
tion that contains the database by going to
SANWatch Home > Device sidebar > Device List > device
name > Logical Volumes > LV name > Partitions > partition
name
Click the Help icon at the top-right corner, and look for the
section titled “Configuring Out-of-Band Flushing Using a DB
Flush Agent” to configure SANWatch to automatically perform
data flushing.
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Chapter 8

Working with Logical
Volumes



8.1

= Device

P_Device List Default Group

Introduction

ogical Yolume Status

0 Logical Volume Information

= Storage
E'E_i Lagical Walumes
iiLugical Volume 1
« Drives
W Channels
Q Data Hosts
@thenules
0 Target(FC 2G)

Logical Volume 1 Size: 272.96 GB

Status:

ij Logical Drive Members

Logical Drive Name Status Capacity

li Loical Drive 1 Good 272.96 GB

1D: 478B881E669705ED
- Logical Drive Size: 1
Partition Size: 0
& on-Line

OCapacity

Total Capacity: 272.96 GB

Configured Space: 0 MB (0%)
I Data Service: 28 MB (0%)

B pvailable Space: 272 93 GB (100%)

E Partition Members
Partition Name Size

Mo Data

Add Lodical Drive f Expand Lacical Valume
Expand the capacity of this Ingical volume using existing or newly added
drives

Configure Lagical Valume
Etlt the configurations of this lagical valume

Storage Tiering
Functions includes Enahble Tiering, Informeation, and Tier Migration.

Delete Lonical Yolume
Remave this Iogical volume

Threshold
Wi &nd configurs the capacity threshold settings

o
A0

This chapter describes the parameters of a logical volume.

8.2

Viewing the Logical Volume Status

The status of each volume is summarized in the Information page, providing details
of their configuration, performance, and storage capacity.

Go To

SANWatch Home > Device sidebar > Device List > device name >

Logical Volumes > LV name

Viewing Volume
Information
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The volume status will be summarized in the Status section.

.ogical Volume Sta

0 Logical Volume Information
Logical Volume 1  size: 1.09TB
ID: 46817937028...
Logical Drive(s): 1
Partition(s): 1
Status: @ On-Line
!J Logical Drive Members
Logical Drive Name Status Capacity
B Losicar orive 1 Good 10978

Volume Configurations

’capacity

Total Capacity: 1.09 TB
Configured Space: 30 GB (3%)
=1 Data Service: 72 MB (0%)

1 Available Space: 1.06 TB (97%)

[ | Partition Members

Partition Name

[ partiion 1

30GB No

The basic configurations and overall status of each volume is listed
in the Volume Information or Pool Information section. Users can
view the size (capacity), ID, status, and logical drive information.

g m f

ogical Vo 3

0 Logical Volume Information

Logical Volume 1  Size:
- ) ID:
.-] Luglt:al Dl'ive{s]:
e Partition(s):
Status:

126

1.09TB
46817937028...
1

1

@ On-Line



Volume Capacity

Users can view the amount and ratio of used (configured) capacity
versus remaining (available) capacity, as well as the used capacity
ratio for data services (snapshots, remote replications).

aCapacity

Total Capacity: 272.96 GB

Configured Space: 10 GB (4%)
0 Data Service: 60 MB (0%)

I Available Space: 262.9 GB (96%)

Logical Drive Information
Users can view a list of member logical drives and their detailed
configurations (available after clicking the link).

l_l Logical Drive Members

Logical Drive Name Status Capacity
l] Logical Drive 1 Good 272 96 GB

Partition Information
Users can view a list of LUN mappings and their detailed configura-
tions (available after clicking the link).

E Partition Members
Partition Hame Size Map

E Pattition 1 10 GB Mo
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8.3

Go To SANWatch Home > Device sidebar > Device List > device name >
Logical Volumes > LV name > Tasks section

Steps Click on the Configure Logical Volume link in the Tasks section.
=

rf_ Configure Logical Volume
i‘jj Edit the configurations of this logical volume.

Change the parameters in the Logical Volume Parameters section.
Click “OK” to confirm changes.

Configure the parameters ofthis logical volume, such as its name.

Logical Volume Mame: |Lngic:a| Walume 1 |

Wyrite Policy: Default j

Aszsignment: Slot A j
Parameters Name Specifies the logical volume name.

B When Write Back (default) is enabled, write
requests from the host are held in cache
memory and distributed to disk drives later.
Write-Back caching can dramatically improve
write performance by caching unfinished
writes in memory to more efficiently commit
them to drives. In the event of a power failure,
a battery backup module can hold cached
data for a few days (usually 72 hours).

B When Write Back is disabled (i.e., Write
Through is adopted), write tasks from the host
will be directly distributed to individual disk
drives. If the controller is not in a redundant
pair and no battery backup or UPS device
exists to protect cached data, enabling Write
Through mode is the safer option.

Write Policy

Specifies the controller to which the logical drive
belongs.

Assignment Do not change this setting except when switching

the controller.

Controller To reassign a logical volume to a different controller, follow the
Reassignment steps below.
Procedure 1. List the logical volume and all its logical drives

2. Shutdown the controller

3. Change the assignment through the command terminal (typi-
cally connected through the RS-232 interface) using the Set
Logical Drive/Volume command.

Note that a logical volume and all its logical drives must be
assigned to the same controller. Users cannot partially change
assignments even using the above procedure.
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8.4

Adding a Logical Drive to an Existing Logical
Volume
By default, when a logical volume is created, a logical drive is also created on the log-

ical volume. However, a logical drive can be added to an existing logical volume
using the procedures outlined below.

Go To SANWatch Home > Device sidebar > Device List > device name >
Logical Volumes > LV name > Tasks section
Steps Click “Add Logical Drive” in the Tasks section.

Add Logical Drive ¥ Expand Logical Yolume

Expand the capacity of this logical volume using existing ar
newyly added drives.

The configuration window will appear.

Add Logical Drive
Create a logical Drive, configure its parameters and add it into Logical Volume.

Storage Tiering: Enable ¥ | TierIndex 1 L]
Mumber of Member Drives: | 3 v | RAID Level: RAIDS v
Write Policy: Default v | Assignment
Stripe Size: 128K v

SED Security Disable v | Total Capacity: 1.08TB

For more details regarding the options presented in the window, refer to the section

“Creating a Logical Volume”.
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Chapter 9

Working with Logical
Drives



9.1

Introduction

Systern  Seftings  Language  About & Replication Manager e Help @ Data Reload
—Device Logical Drive Status
|5 Device List B D e Logical Drive Information
Bl Storage
E..- - -
£l Logical volumes Logical Drive1  size: 272.96 GB Status: @ Good
El"=J Logical Yalume 1
E“l Logical Drives . Index: A0
[ Logical Drive 1 ] | ID: 561C2C58
& B pariitions | RAID Level: RAID &
B4 Partition 1 B | Strive Size: .
&P Dilvas ripe Size:
W Channels
-5 Data Hasts n Front View
~EE schedules =
Bl TargetiF C 8G)

Add Disk / Expand Ladgical Drive
Add drives to this 1ogical drive to expand its capacty.

Configure Lodical Diive
Ediit the configurations of this logical drive

Media Scan

Scan the logical drive to check the status of each data
hlock.

G

Rebuild f Regenerate f RAID Migration
Rebuild the logical drive of check s integrity and
regenerste the parity data.

Power Saving
Wiewr the power saving status and configure the
zettings.

Restart Logical Drive
Restart the logical drive if it is offine or has heen
locked

This chapter describes how to view and change logical drive parameters, configure
power saving settings, and add a logical drive to a remote hardware device. If a logi-
cal drive is offline or locked, restart the drive manually.

9.2
Volume

From Physical Drive to Logical Drive to Logical

The diagram shows the hierarchy from physical drives to the host computer.

D5 Series
- e
1478 24078 31578
LUNs

D413 LUND 10412 LUKNS
IDY2 LUNY
}E-L‘ Partitions

l T, Logical Volume

" Logical Drives

Hat sparn ﬂﬂmﬂ 10| EEE P
i hysical Drives
WREE. BEEE

___________ et
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B A collection of physical drives forms a
logical drive.

B A collection of logical drives forms a log-
ical volume.

B A logical volume can be separated into
partitions.

BEach partition is assigned an LUN (logi-
cal unit number) by the host computer.



9.3

Viewing the Logical Drive Status

The status of each logical drive is summarized in the Logical Drive Information page,
enabling users to quickly view the element configuration and locations of member

hard disk drives.

Go To

SANWatch Home > Device sidebar > Device List > device name >
Logical Volumes > LV name > Logical Drives

Viewing the Logical
Drive Information

The logical drive status is summarized in the Status section.
Logical Drive Status

e Logical Drive Information

Logical Drive 1 size: 272.96 GB Status: @ Good
D | Index: A0
. 1D: 261C2C58
—;= RAID Level: RAID &
Stripe Size: 128KB
2228 Front View
RAID

Logical Drive Configurations
The basic system configurations and overall system status are
detailed in the Logical Drive Information section. Users can view
the size (capacity), logical drive ID, RAID level, and controller mod-
ule location.

ogical Drive Status

@ Logical Drive Information

Logical Drive 1 Size: 272 .96 GB
:. Index: A0
R | ID: 56102058
J RAID Level: RAID &
- Stripe Size: 128KB
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Hard Drive Locations

The front view corner shows the hard drive configurations of the
device the logical drive belongs to.

A green Status LED indicates that the hard drive is online.

The location of logical drive is denoted using different colors.

9.4 Adding Disk Drives to a Logical Drive

Add additional member drives or spare drive(s) to expand the size of the logical drive.

Before attempting to expand a logical drive, ensure available (unused) disk drives
have been inserted into the enclosure.

Warning! We strongly recommend assigning a spare drive. Without a spare drive,

A

the risk of data losses increases.

Go To

SANWatch Home > Device sidebar > Device List > device name >
Logical Volumes > LV name > Logical Drives > Tasks section

Steps

Click Add Disk in the Tasks section.
Add Disk f Expand Logical Drive
Add drives to this logical drive to expand itz capacity.

Select the drive to add from the list provided.

Add Disk *®
Select a drive and add it to the Iugical drive as a memberé-
[~ Slot Size =
(s 136.48 GB
rr 136.48 GB
s 136,49 GB
1 418.93 GB
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9.5

Select whether to add the drive as a spare or part of the logical
drive.

Add Member Drive ] [ Add Local Spare Drive

If a local spare drive has been added
The spare drive will be marked in the front view.

il e— o il e— o
* — il ° — ® —
[al_l lel_l lal_l lel_l I

Depending on the RAID level of the logical drive, users may need
to add more than one drive at a time.

If member drives have been added

The drive will be added and the progress will appear in the Status
section.

Status: /A Good, Adding Disk

Expanding the Size of a Logical Drive

Expand a logical drive by adding unused space in the disk drives.

When All Disk Logical drives cannot be expanded if all the disk drive capacity is
Capacity Has Been already used for the logical drive. In such cases, the following two
Used strategies can be implemented:

B Add additional disk drives.

] Copy and replace member disk drives with drive with greater
capacity, and use the additional capacity to expand the logical
drive by following the steps detailed in this section.

All member drives must be replaced.

Go To SANWatch Home > Device sidebar > Device List > device name >
Logical Volumes > LV name > Logical Drives > Tasks section
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Steps Click on the Expand Logical Drive option in the Tasks section.
The Expansion screen will appear.
Expand Logical Drive

Expand the capacity of the logical drive.

Maxirnurm Expansion Size: 63873 MB

Expand: On-Line j

| Expand | | Cancel

Select the initialization mode and click “Expand”.

The available size is automatically calculated

Expand Size (total capacity — current logical drive capacity).

Specifies whether the logical drive can be
accessed during initialization (online) or not
Execute Expand (offline). During online initialization, read/write

(Initialization) performance to the logical drive will decrease
because of the background initialization pro-
cess.

Go To SANWatch Home > Device sidebar > Device List > device name >
Logical Volumes > LV name > Logical Drives > LD name > Tasks
section

Configuring Click on the Configure Logical Drive link in the Tasks section.

Properties '-t Configure Logical Drive

L9 Edit the configurations of thiz logical drive.

Change the parameters on screen.
Caonfigure the parameters of this logical drive.

Logical Drive Mame: Logical Drive 1

Write Policy: Default v

LD Assignment: Slot A

SED Security Disabled ¥

Set LD A-Key Absent: [ create | [ Modify |

Logical Drive Name Specifies the name of the logical drive.

Changes the write policy: Write Back
Write Policy (default) or Write Through. For detailed
descriptions, see below.
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Logical Drive Assign-

ment

This option cannot be modified because
logical drives and their logical volumes
should be managed by the same control-
ler. To change the logical volume control-
ler, select the controller in the Device
sidebar, and click “Configure Logical Vol-

ume .

SED Security

Enhances data security with SED for all
logical drives on the subsystem. Once
enabled, all logical drives will be SED-
protected; therefore, this mechanism is
known as a “global key”.

Before enabling this option, create an
SED authentication key at SANWatch
Home > Device sidebar > Device List >
device name > Tasks section > System
Settings > Drive-Side tab

Creating a global key (at SANWatch
Home > Device sidebar > Device List >
device name > Tasks section > System
Settings > Drive-Side tab > SED Authen-
tication Key) will disable and hide this

option.
Set Logical Drive Enhances data security with SED using a
A-Key “local key” for this logical drive. SED

security will be enabled whenever a “local
key” is created and imported. SED secu-
rity using local keys will become ineffec-
tive after system reboots. To enable this
function, users must import the key file or
password every time the subsystem
reboots.

Write Back Versus
Write Through

When Write Back is enabled, write requests from the host are
held in cache memory and distributed to disk drives later.
Write-Back caching can dramatically improve write perfor-
mance by caching unfinished write tasks in memory and more
efficiently committing them to drives. In the event of a power
failure, a battery backup module can retain cached data for a
few days (usually 72 hours).

When Write Back is disabled (i.e., Write Through is adopted),
write tasks initiated by the host are directly distributed to indi-
vidual disk drives. If the controller is not in a redundant pair
and no battery backup or UPS device exists to protect cached
data, Write Through mode is the safer option.
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Configuring Power Click on the Power Saving link in the Tasks section.

e T

Savings * Povwer Saving
Wiewe the power zaving status and configure the settings .

The power saving screen will appear.
Selectthe power saving policy of this logical drive.

Lewel 1: Disabled j
=

then Level 2: Disabled

Power Saving Level
Select the Drive-Side tab and configure the power saving mode.

Three options are available: Disabled, Level 1 only, and Level 1
then Level 2.

Waiting Period

Users can also configure the waiting period before the system
switches into power saving mode.

B Level 1: 1 to 60 minutes without I/O requests

B Level 2: 1 to 60 minutes of Level 1 state

To configure the power saving levels for the entire device, go to
SANWatch Home > Device sidebar > Device List > device name >
Tasks section > System Settings > Drive-Side tab > Power Saving

Level Power Saving Recovery ATA ScCsi
1 15-20% 1 sec Idle Idle
2 80% 30to 40 sec Standby Stop

Regenerating Parities Parity regeneration is only applicable to RAID level 1 and above.
This function enables user to check whether data inconsistencies
or errors have occurred with data parities.

Click “Regenerate” in the Tasks section.

B Repuild/Begenerate | BAID Migration
Rebuild the logical drive or check itz integrity and regenerate the parity data.

The parity data will be regenerated.
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9.7

9.8

Go To

SANWatch Home > Device sidebar > Device List > device name >
Logical Volumes > LV name > Logical Drives > LD name > Tasks
section

Steps

Click on the Media Scan link in the Tasks section.

- Media Scan
Scan the logical drive to check the status of each data block.

The scan configuration window will appear.

Select the priority and the mode of media scan for logical drives.

Priarity: Marmal j
fade: Single j

Parameters

The higher the priority, the faster the scanning.

Priorit .
y However, system performance will decrease.

Mode Scans once (Execution Once) or continuously.

Migration allows the RAID level of a logical drive to be changed. Users may need to
add or delete member drives according to the required drive minimum of each RAID

level.

Migrating is only applicable to logical drives with RAID 5 or RAID 6 level.
A logical drive cannot be migrated if already part of a logical volume.
To migrate a drive from RAID 5 to RAID 6, at least one available drive is necessary.

Go To SANWatch Home > Device sidebar > Device List > device name >
Logical Volumes > LV name > Logical Drives > LD name > Tasks
section

Steps Click on the RAID Migration option.

The current RAID levels will be shown.
RAID Migration

Change the RAID level configuration of the selected lagical drive thraugh RAID
migration.

Current RAID Level:  RAID B
Change to Level: RAID &

The last used drive will be removed from the RAID group:

Slot Size
Slot 5 418.93 GB
Slot: 2 136.48 GB
Slot: 3 136.48 GB
Slot: 4 136.48 GB
Slot 6 136.48 GB
Slot: 7 136.48 GB
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Click “Migrate”.
Then click “Data Reload” to refresh drive statuses.

@ Data Reload

9.9

The Rebuild menu is available only when a logical drive is in a Degraded state due to drive

failure(s).

Go To SANWatch Home > Device sidebar > Device List > device name >
Logical Volumes > LV name > Logical Drives > LD name > Tasks
section

Steps Click on the Rebuild option in the Tasks section.

Select the logical drive currently in a degraded state and click
“Rebuild”.

If the logical drive does not return to a healthy state, remove the
drive and create a new one.
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Chapter 1 0

Working with the
Partitions View



10.1 Introduction

System  Beftings  Language  About Iﬁ' Replication Manager @ Help G Data Reload
[E. Device List Defaut Group | | Name o | @Thin Prov - | [map ~ | [@Jpata Protection = | acapacitv -
E- g Storage
- .
= &l Logial volumes B catiion1 o N Bnapshots: 0 Free: (18 Total: 1068
E:_l Logical Yolurme 1 Usage: 100% |

? ‘J Logical Drives
Bl Logical Drive 1
5] HPanﬂiuns

d H Fartition 1

i " Drives
R Channels
5 Data Hosts
d Schedules
-l Target(F C 83)

Create Partiion Delete Partition
Addl & nev partition using available space to & logicsl volume Remove an existing partition

This chapter describes the overall parameters of partitions included in a logical vol-
ume.

10.2 General Rules

Maximum Number The maximum number of partitions are
] Per RAID: 80
B PerJBOD: 40

Note on Over- Over-provisioning is a situation that may occur with a thin-provi-

Provisioning sioned storage system. This means that the available physical
capacity is less than the logical capacity allocated for applications.
Over-provisioning provides the advantage of maximizing capacity
utilization, but also carries the risk of 1/0O failure when actual usage
reaches the physical limits (this may result in the application or
even the host crashing).
Over-provisioning is allowed but not recommended. If the potential
for allocating all space (over-provisioning) is detected, a warning
message will be generated. However, users may still be able to
create partitions.
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10.3 Viewing the List of Partitions

All partition information can be accessed via the sidebar of the user interface.

Go To

SANWatch Home > Device sidebar > Device List > device name >
Logical Volumes > LV name > Partitions

Steps

Click on the Partitions tab in the left sidebar to view the list of parti-
tions and the parameters recognized by the system.

mName = | @Thin Prov - ‘ [nap ~ | [&)pata Protaction ~ ‘ acapacity -

E_‘l i e i Snapshats: 0 Free 10 GB Total: 10 GB
i Usage: | 0%

Click on the name of a partition to access a detailed configuration
page for the volume.

The Thin Prov tab shows whether thin provisioning is enabled on
the partition.

‘ @Thin Prov «
Mo

The LUN Mapping tab shows whether the partition has been
mapped to the host.

‘[nhﬂapv |

Mo

The Data Protection section shows the number of snapshot images
taken of the partition.

‘ Enata Protection

Snapshots: 0

The capacity section shows the total and available (free) capacity
allocated to the partition.

@capacityr -

Free: 10 GB Total; 10 GB
sage: | 0%
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To refresh the status (to ensure the status has been updated), click
the Data Reload option on the top bar.

{4 Replication Manager () Help (9 Data Reload

Note

If the Help screen does not appear, check whether pop-up windows
are enabled by accessing the browser configuration options.

10.4

Note

The maximum size of a single partition is 256TB (before firmware
version 3.88) and 512TB (after firmware version 3.88). Ensure that
the size of the logical volume is appropriate (the size of the partition
cannot exceed that of the logical volume). For the latest status
information, check with technical support.

Go To

SANWatch Home > Device sidebar > Device List > device name >
Logical Volumes > LV name > Partitions > Tasks section

Steps

Click on the Create Partition link in the Tasks section.

Create Parition
L Add g nesw partition using available space to a logical wolume.

The configuration window will appear.

Configure the parameters ofthe parition.

Partition Marne: Partition 1

Size: 20 GB j
[T Initialize Partition After Creation

¥ Enahle Thin-Provisioning

Minimum Resered Space

7.20 GBE =| 3 |

[~ Map Parition to Host

Enter the name of the partition.

Partition Mame: Partition 1

Enter the size and select the unit.
Size: 20 5B j

The size of a partition must be multiples of 2 MB.

Enable Initialization or Thin Provisioning (mutually exclusive).
[¥# Initialize Partition After Crestion

[+ Enahle Thin-Provisioning

For a more detailed description of thin provisioning, refer to the fol-
lowing section.

Set the minimum reserved amount.
Minimum Resemwed Space

7.20 GB ~|[36 %
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Users can map the partition to the host here or later.
[T Map Partition to Host

For more detail regarding mapping, refer to the instructions pro-

vided below.

Click “Next”. If creating a partition on a tiered logical volume,
decide the residing tier and ratio.

Tier Ratio Setting

Configure tiering parameters for the partition including the residing tier and ratio _

Volume Size: 20 GB
Reside Tier
0
1

Click “Next”. The
Partition

Size Used Reside Size
109TB 16 MB 10 GB

1.097B 48 MB 10GB

summary will appear.

Marme: Fartition 1
Size: 20 GH
Minirmum Resemed Space: 719 GH
Initialize Yolume After Creation: Mo

Logical Yolume
Marme:
Size:
Available:

Host Mapping
hap:

Logical Wolume 1
27296 GB
260.1 GB

[

The partition will appear in a list.

Size

Specifies the size and unit of the partition. If Thin
Provisioning is enabled, the total size of parti-
tions can exceed the size of the logical volume.

The minimum size of a partition is 10 GB.

Initialize Parti-
tion After
Creation

When this option is enabled, the partition's LBA
addresses will be allocated sequentially for large
and/or sequential 1/Os. This is ideal for audio/
video applications such as post-editing media
and on-demand video.

Thin Provision-
ing

Enables thin provisioning. Move the slide bar to
set the percentage of the partition capacity that
will be physically allocated as a safe reserve. If
the reserve reaches 100%, the partition
becomes fully provisioned (all space is allocated
from the virtual pool). For more information, refer
to subsequent sections of this manual.

Map Partition to
Host

Maps the partition to all host ports. The host port
can also be mapped manually at a later time. For
more information, refer to subsequent sections
of this manual.
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10.5

Thin provisioning allows users to allocate substantial virtual capacity to a logical vol-
ume, regardless of the physical capacity actually available. Actual space is only used
for data write tasks. By automatically allocating system capacity to applications as
required, thin provisioning technology can significantly increase storage utilization.
Thin provisioning also greatly simplifies capacity planning and management tasks.

Advanced licensing may be required to access thin provisioning.

Dynamically allocating capacity affects the overall system performance. If perfor-
mance is a top priority (such as in AV applications), we recommend disabling thin
provisioning (i.e., use full provisioning).

Thin Provisioning Thin provisioning is configured during the creation of a partition on
Settings a logical volume.
Thin provisioning options appear in the lower half of the Creation
screen.

[T Initialize Partition After Creation
[T Enahle Thin-Provisioning

Minimum Reserved Space

0 GB z][100 fe

After the new partition is created, create one or more notification
thresholds to ensure that the administrator receives warning/critical
messages before all logical volume space is used. This will ensure
sufficient time to expand the size of the logical volume.

We recommend creating multiple thresholds for maximum security
(for example, natification for 70%, warning for 90%, critical for 95%,
critical and purge snapshot images for 99%).

Case 1: Full If the “Enable Thin Provisioning” option is unchecked, thin provi-
Provisioning (Thin sioning will be disabled and the capacity of the configured logical
Provisioning volume (14 GB in the example provided below) will be based on
Disabled) the capacity actually available. The partition will be created as a

continuous physical space reserved only for the target application
and initialized if the “Initialize Partition After Creation” box is
checked (this option can also be disabled).

Size: 20 =B j
¥ Initialize Parition After Creation
[T Enable Thin-Frovisioning

Minimum Reserved Space

20 GB =[100 |

Full provisioning is suitable for mission-critical applications with
substantial amounts of uninterrupted data, such as audio/video
streams. Dynamically allocating space and expanding the usable
area reduces /O performance. Allocating a high physical capacity
from the outset optimizes performance.
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Case 2: Thin To enable thin provisioning, check the “Enable Thin Provisioning”

Provisioning option and set the Minimum Reserved Space using the slider.
When the application uses the minimum reserved space, additional
space will be taken from the rest of the logical volume space and
dynamically added to the partition.
In this example, the actual logical volume size is 10 GB but the par-
tition is set at 20 GB, larger than the available size. This is accept-
able providing the minimum reserved space (the actual physical
space) is smaller than the size of the logical volume, which is 7.20
GB in this case.

Size: 20 B j
[¥ Initialize Partition After Creation
[¥ Enahle Thin-Provisioning

Minimurm Resered Space

7.20 GB x|l3E |

The reserved space cannot exceed the actual available capacity.

10.6

Below the three provisioning/initialization combinations are explained.

Options u Initialize Partition After Creation: Initializes the partition con-
tent. This option is only available when Thin Provisioning is
disabled (i.e, Full Provisioning is enabled), because the full
capacity of a partition must be in physical storage space for
the partition to be initialized.

B Enable Thin Provisioning: When checked, Thin Provisioning
(physical partition capacity provided as required) will be
enabled. When unchecked, Full Provisioning (all partition
capacity is provided physically) will be enabled.

B Minimum Reserve: The minimum physical capacity always
allocated to the partition. If the minimum reserve is set at 0%,
the partition is not allocated any real capacity by default.
When the minimum reserve is set at 100%, the real capacity
of the partition always matches the theoretical maximum (i.e.,
is equal to full provisioning).

Full Provisioning With ® Initialization plus 100% minimum reserve
Initialization Size: 20 GB x|

¥ Initialize Virtual Yolume After Creation
[~ Enable Thin-Provisioning
Minimum Resered Space
20 GB =f[100 |
[~ Map Vitual Volume to Host

‘This configuration can only be applied to one storage tier.
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Full Provisioning B Thin provisioning plus 100% minimum reserve
Without Initialization  Size: 20 GB x|

[~ Initialize Yirual Yolume After Creation
[T Enahble Thin-Provisioning
Minimum Feserved Space

20 GB =100 pe
[T Wap ¥itual Yolume to Host

This configuration is not allowed in multi-tiered logical volumes.

Thin Provisioning with ™  Thin provisioning plus 1 ~ 99% minimum reserve
Minimum Reserve

Size: 0 GBE -
Space J
[T Initialize Yirtual Volurme After Creation

[¥ Enahble Thin-Provisioning

Minimum Reserved Space

9.60 GB »|48 |
[ Map ¥Yitual Yolume to Host
This configuration is not allowed in multi-tiered logical volumes.

Thin-Provisioning Thin provisioning plus 0% minimum reserve
Without Minimum Size: an GE j

Reserve Space
[T Initialize Yirtual Yolume After Creation
¥ Enahble Thin-Provisioning

Minimum Reserved Space

0.00 GBE >lo |%
[~ Map¥irual Yolume to Host
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10.7 Mapping/Unmapping Partitions to a Host

Host LUN mapping is involved in the creation of partitions.

Mapping Host LUN

The Host Mapping Configuration Window
The prompt for Fibre channel models is shown below. For hybrid
(Fibre and iSCSI) host models, users must configure both settings.

Example: Hybrid model

# Create a host LUN mapping set automatically.

# Fibre 8 Gbps iSCSI 1.0 Gbps

Customize the host LUN mapping configurations.

Fibre 8 Gbps iSCSI11.0 Gbps

—SlotA
Channel 0 Channel 1 Channel 2 Channel 3
—SlotB
Channel 0 Channel 1 Channel 2 Channel 3
Customize the LUN Number: | v |

Usze Extended Host LUN Functionality:

Host ID/Alias | v |
FESE T e |FFFFFFFFFFFFFFFF |
Filter Type |Include v |
Access Mode |Read.-"'v"v‘rite v |

[ configure Host ID/WWN Alias |

Automatic Configuration

Select this option to enable the system to automatically perform
LUN mapping. For hybrid models, the host type must be selected.

# Create a host LUN mapping set automatically.

®) Fibre 8 Gbps ISCS1 1.0 Gbps

Manual Configuration

If manually conducting LUN mapping, check the Customize option
and select the target channels.
® Customize the host LUN mapping configurations.

® Fibre 8 Gbps iSCSI 1.0 Gbps

—SlotA
# Channel0 ¥ Channel1 |#/Channel2 |« Channel 3

—SlotB
# Channel0 [« Channel1 [#/Channel2 |« Channel3

Select a LUN number from the drop-down list.
¥ Custormize the LUN Murmber: | 1 Ll
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Click “OK”. A list of host LUN mapping configurations will appear in
the window.
Host LUN Mapping

hiap the virtual valume to the host and configure existing LUN mapping sets -

MCHa Target LUN + HostID + Alias + Priority v Access Mode ~
o 12 i
ro 113 i
il 112 i
il 13 i
(] 112 i
2 13 i
s 112 i
s 113 i

| Create | ‘ Delete ‘ | Cancel |

Using Extended LUN
Mapping (Fibre
Channel)

Extended LUN mapping is only available with manual configura-
tion.

Click “Use Extended LUN Functionality” and specify parameters.
v Lse Extended Host LUM Functionality:

Alias |
Filter Type Include j
Access Mode Read/\Write j
Priority Marmal j

[ Configure iSCSI Initiator Alias |

B Alias: Specifies a preconfigured iSCSI initiator instance. To
create a new initiator alias, select the Configure iSCSI Initia-
tor Alias option.

B Filter Type: Specifies whether initiators are allowed (included)
or forbidden (excluded) from access after filtering.

B Access Mode: Specifies the access rights to LUN mapping for
the host: read-only or read-write.

B Priority: Specifies access priority. For example, high priority
can be assigned to volumes that serve applications, and low
priority assigned to volumes that store archives or user data.

Configuring iSCSI Initiator Alias
Click on the Configure iSCSI Initiator Alias option.

Caonfigure iSCS| Initiator Alias -

Alias: Group Host 1QH: Username: Target Name: IP Address: Metmask:

Add | ‘ Edit | ‘ Delete | ‘ Assign Group | ‘ Unassign Group | ‘ Close
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In the Edit Host-ID/WWN List window, click “Add” to create a new
entry and enter the node name (WWN Name) for identifying HBA
ports in SAN. An HBA card may have one node name and multiple
port names. The node name can be a nickname, such as
“SQLserver_port,” instead of a real name.

AddiEdit Host IDVAlias

Host IDIAlTas 210100163249631C »| | add |

Alias:

| oK | | Cancel |

Click “OK”. Repeat the process above to create additional LUN
mappings, especially if there are multiple HBA ports accessing the
same virtual volume (e.g., in high-availability applications).
Assigning a WWN to a Group

A WWN group allows multiple hosts to be accessed in a single
mask, a function that is useful for clustered storage server environ-
ments.

To create a group and assign it a WWN, highlight a WWN (yellow).

Alias Group Host ID /M WAWN Controller

Alias 2101001 832A8631C SlotA

Click “Assign Group” and select the group from the drop-down
menu.

WA Mamels)
HostID: 21M1001B32A9631C
Group: Group 1 j | Add .

| 14 | | Cancel

To add a new group, click “Add” and enter the group name.

Mew Group |Gruup 1 |

The group name will appear in the list.

Alias Group Host ID /WWH Controller
Alias Groupt 2101001B32A9631C Slot A
Alias Groupt 2101001B32A5631C Slat A
Aliag Graup 1 2101001 B3ZA9E31C Slot A
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To unassign a WWN from a group, click “Unassign Group”.
Deleting a WWN Name from the List

Highlight a WWN in the list and click “Delete”.

Changing the Alias Name

To edit the alias name of the WWN, click “Edit” and enter a new
name.

AddiEdit Host IDAlias

Host IDralias 2101001 B3249631C

Alias: “&Iias

| oK | | Cancel |

Using Extended LUN
Mapping (iSCSI
Channel)

Extended LUN mapping is only available with manual configura-
tion.

Click “Use Extended LUN Functionality” and specify parameters.
v Use Extended Host LLIM Functionality:

Host IDialias 2101001 B32A9631 C(Aliag) =l
Haost 1D Mask FFFFFFFFFFFFFFFF

Filter Type Include j
Access Mode ReadAVrite j
Friority Mormal j

B Host ID/Alias: Specifies the host ID by referring to the WWPN
port name. Users can also obtain the organizationally unique
identifier (OUI) of a system: “00:D0:23” OUI. Avoid checking
the OUI when mapping host LUN.

B Host ID Mask: This functions as a prefix mask in hexadecimal
format.

B Filter Type: Specifies whether to allow (include) or forbid
(exclude) WWNs from access after filtering.

B Access Mode: Specifies the access rights to LUN mapping for
the host: read-only or read-write.

u Priority: Specifies access priority. For example, high priority
can be assigned to volumes that serve applications, and low
priority assigned to volumes that store archives or user data.

ASR-5300I Series SANWATCH User Manual 152



Configuring the iSCSI Initiator Alias
Click “Configure iSCSI Initiator Alias”.

Caonfigure iSCS| Initiator Alias

Alias: Group Host 1QH: Username: Target Name: IP Address: Metmask:

‘. Add | ‘ Edit | ‘ Delete | ‘ Assign Group | ‘ Unassign Group | ‘ Close

Click “Add” to create an entry, then specify the parameters.

Host IQN: =zl ada |

Alias:

Username:
Password:
Target Mame:
Target Password:
IP Address:

Metmask:

B Host IQN: Advantech’s storage IQN comprises the system
serial number and three additional digits in the following for-
mat:
iqn.2002-10.com.advantech:raid.snXXXXXX. XXX
Six digits of the serial number follow “sn.”

The next 3 digits denote the channel number, host ID, and LD
ownership.

The LD ownership digit is either “1” or “2”, where “1” indicates
Controller A and “2” indicates Controller B. The IQN is deter-
mined by how the logical drive is mapped to the host ID/LUN.
For example, if a logical drive is mapped to host channel 0
and AID1, the last three digits will be 011.

B Alias: Assign the iSCSI initiator an easily remembered name.

B Username/Password: Specifies the user name and password
for CHAP authentication. This information is the same as the
CHAP target node name and CHAP secret in the OS settings.
The User Password (one way, from initiator) must be at least
12 bytes.

B Target Name/Password: Specifies the target name and pass-
word for CHAP authentication. This information is the same
as the CHAP initiator node name and CHAP secret in the OS
setting. The Target Password (two way, outbound from stor-
age) must be at least 14 bytes.

] IP Address/Netmask: Specifies the IP address and subnet
mask, if necessary. Multiple initiator ports on an application
server can occasionally share the same IQN.

Click “OK”. Repeat the above process to create additional LUN

mappings, especially if multiple HBA ports are accessing the same

virtual volume (e.g., in high-availability applications).
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Assigning an Initiator to a Group

A group allows multiple host LUNs to be accessed in a single
mask, which is a useful function in clustered storage server envi-

ronments.

To create a group and assign it an initiator, highlight an initiator
(yellow).

Click “Assign Group” and select the group from the drop-down
menu.

Haost 1D 2101001 B3 288631 C

Group: Group 1 j | Add |

To add a new group, click “Add” and enter the group name.

Meww Group zroup 1 |

The group name will appear in the list.

To unassign an initiator from a group, click “Unassign Group”.
Deleting an Initiator Name from the List

Highlight an initiator in the list and click “Delete”.

Editing Initiators

To edit the configuration of an initiator, click “Edit”.

Unmapping Host LUN Select the host LUN to unmap.

[T CH & Target - LUN »

w0 112 1]

W 113 1]

v 1 112 1]

Click “Delete”.

Managing LUN Select the partition with the LUN mappings to be managed, click
Mapping on the Host the Help icon at the top-right corner, and access the “Managing
Side LUN Mapping on the Host Side” option for detailed instructions.
Notes u By mapping a partition to multiple ports on multiple HBAs,

path redundancy is achieved. To manage fault-tolerant paths
on a single volume, users must install EonPath driver (for
Windows servers), Device Mapper (for Linux), and Solaris
MPXIO (for Solaris platforms and Sparc machines).

B To acquire HBA port names, access the utility software or
website of the HBA vendor.

] In hybrid models, iISCSI host channels are, by default, used
for remote replication.
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10.8 Deleting Partitions

Before deleting a partition, the following features, if applied, must be deleted:
B Snapshot images

B Partition pair or volume pair relationships

B LUN mappings

Deleting a partition will also delete all its data.

Go To SANWatch Home > Device sidebar > Device List > device name >
Logical Volumes > LV name > Partitions > Tasks section
Steps Click on the Delete Partition link in the Tasks section.

Delete Partition
Remove an existing partition.

Select the partition and click “Delete”.

Delete Partition *

[~ Partition Name: Status Capacity

[¥ Partition 1 Mount succeeded 2068

A warning message will appear. Click “Yes” to proceed.
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Chapter 1 1

Working with
Partitions



11.1 Introduction

Syslem  Selings Language  About

(& Repication Manager @ ten (© Data Reload

&L Device List Default Group| 6 Partition Information acapaclty
- Storage
= E] Logical Volumes Partition 1 Size: 10 GB 5
& B Logical Volume 1 g Total Capacity: 10 GB
B 3 G ID: 662A23042158A159
1) Logical Drives
- Logical Drive 1 Status: @ The volume has been mounted Ledeacc G )
] Partiions [ ] Map: No
; : Available Space: 0 M8 (0%
B4 Parttion 1 - } = e )
« Drives. Detail Information Replication:
% Channels
Data Hosts H LUN Mapping Information !‘j Snapshot of Selected Partition
B scheduies Channel Host ID Assignment Snapshot Image 1D Activated Time size
No Data No Data
r,‘:? Expand Partifion Delete Parfition
H Expand the capacity of this partition using available space in a logical volume. Remove this partition.
. Confioure Parttion [T iost LUN Maoping
{8 Euit the configuration of this pertiion. {C]  zp s partivon to the host or manage exsing LUN mappings
Snapshot .. Auvanced Setings
Take snapshots of this parition, view the profiles of snapshot images, and run snapshot related §M§  Reclaim, Flush and Unassian
operations

This chapter explains how to view the status and parameters of a partition, expand or
shrink a partition, configure host LUN, take snapshot images, and configure
advanced settings, such as database flushing and unused space reclaiming.

11.2 Viewing Parti

The status of each part
users can quickly unde
any partition.

tion Status

ition is summarized in the Partition Information page, ensuring
rstand the configuration, performance, and storage capacity of

Go To

SANWatch Home > Device sidebar > Device List > device name >
Logical Volumes > LV name > Partitions > partition name

Viewing the Partition
Information

The partition status is summarized in the Status section.

0 Virtual Volume Information @capacity

Virtual Volume 1 Size: 11 GB Total Capacity: 11 GB

ID: 00420D0322F 50324,
Used Space: 0 MB (1%)
Status: @ Mount succeeded
N e B Reserved Space: 0 MB (0%)

oy Replication: Source af Volume Mirror 1 B vailable Space: 11 OB (100%)
[' LUN Mapping Information E_" Snapshots of Selected Virtual Yolume
Channel Host ID Assignment Snapshot Image ID Created Time Size
L]
L]
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Partition Configurations

The basic partition configurations and overall system status are
provided in the Partition Information section. From this page, users
can obtain information regarding the size (capacity), ID, status,
mapping, and replication settings of any partition (click on the link
provided to access the Replication Manager and configure data
replication functions).

0 Partition Information

Partition 1 Size: 20 GB

1D: SEBSBTI0178644A19
b Status: & Mount succeeded
-'—- Map: Mo

Replication:

Detail Information

Click on the Detail Information link below the partition icon to view
additional parameters, such as Created Time, Current Tasks in
Progress, and Storage Tiering Status. Click “Refresh” to update the
status.

Detail Information x
View the parameters of the selected partition _
Harme: Pattition 1
1D: GEBSETA0T 7864419
Created Time: Sat, Apr1812:00:05 2014
Size: 20 GB (20480 MB )
Used: 20 GB (20480 MB )
Progress:
Fully Initialized: fes
Refresh l [ Close
Capacity

This shows the amount and ratio of used (configured) and remain-
ing (available) capacity. Users can also view the capacity used for
specific data services (snapshots or remote replications).

OCapacity

Total Capacity: 11 GB

sed Space: 0 MB (0%
B Reserved Space: 0 MB (0%)

0 Available Space: 11 GB (100%)
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LUN Mapping Information

Shows the current LUN mapping status (if available). Users can
create or configure host LUN mapping from the Tasks section by
clicking on the Host LUN Mapping icon.

EJ LUN Mapping Infermation

Channel Host ID Assignment

Snapshot Information

Lists the existing snapshot images taken of the partition. Users can
create a new snapshot image from the Tasks section by clicking on
the Snapshot icon.

= ! Snapshot of Selected Partition

-

Snapshot Image ID Activated Time Size

11.3

‘A partition can only be expanded if the partition or volume has available capacity.

Go To SANWatch Home > Device sidebar > Device List > device name >
Logical Volumes > LV name > Partitions > partition name > Tasks
section

Steps Click on the Expand Partition link in the Tasks section.

s 1 "
FIL—]E Expand Padition
j - Expand the capacity of thiz partition using svailable space in a logical valume.

The expansion setting window will appear. Specify the expansion
capacity.
Expand Partition

Expand the parition using available capacity in a logical valume.

Current Size: 20 GH
Minimum Expansion Space; 22754 GH
Caonfigured Size: 10 | GE x|

| 1] ¢ | | Cancel |

After the expansion operation is complete, check that the size of
the partition has increased by the specified amount.
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11.4

In thin-provisioned partitions, the space vacated by deleting data cannot be used
unless manually reclaimed. The storage subsystem is aware of the actual host space
usage and optimizes data allocation in the subsystem accordingly.

Note

B Toreclaim unused space, the partition must be mapped to the
host.

B The Partition Space Reclaim function is only supported in
Microsoft Windows or Linux environments.

Go To

SANWatch Home > Device sidebar > Device List > device name >
Logical Volumes > LV name > Partitions > partition name > Tasks
section

Steps

Click on the Reclaim link in the Advanced Settings options in the
Tasks section.

S0
g™ Advanced Settings

o ) )
"'rfl o Reclzim, Fluzh and Unassign

The Reclaim window will appear. Select the priority and click “OK”.

Reclaim

Areyou sure you want to reclaim the free space in this volume?

Reaclaim Priority: High j

| Yes | | Mo |

®  High Priority: Reclaim will be efficiently processed but may
affect system performance.

B Normal Priority: Follows standard reclaim settings. The task
may be processed more slowly but has a lower likelihood of
affecting the system performance.

If a reclaim operation is already in process, users must wait until

the operation is complete, or stop and restart the process to run

simultaneously with the second reclaim task.
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11.5

A partition is a division of the logical drive that appears as a physical drive to any host
with access to that partition. To ensure that partitions are recognized when the host
bus adaptors are reinitialized, each partition must be mapped to a host LUN.

Go To SANWatch Home > Device sidebar > Device List > device name >
Logical Volumes > LV name > Partitions > partition name > Tasks
section

Mapping/Unmapping Before configuring LUN mapping, go to

Host LUN SANWatch Home > Device sidebar > Device List > device name >

Logical Volumes > LV name > Partitions

Click on the Help icon at the top-right corner and access the “Map-
ping/Unmapping Partitions or Virtual Volumes to Host” section for
detailed instructions on LUN mapping configurations.

11.6

This section provides an example that demonstrates the process for configuring
LUNs on the host side in a Windows, Linux, or Solaris environment.

Notes If LUNs cannot be located from the host side, change the type of
SES device by doing the following:
Go to SANWatch Home > Device sidebar > Device List > device
name > Tasks section > System Settings > Host-side tab
From the Peripheral Device Type drop-down menu, choose the “No
Device Present (Type= 0x7F)” option.
Restart the subsystem for the change to take effect.

ASR-5300I Series SANWATCH User Manual 162



Managing LUNs on The screenshots shown below are of Windows Server 2008 R2,
Windows Server Server Manager. Once partitions are mapped, users can then scan,
initialize, and format the partitions.

L, Server Manager

Se s Vew M o
v | [iem i
IR I ey

Sarver Managar (WIHAHICFSEGDH !
i Roes

gFﬂm:ﬁ . B Computer
¥ [g] Event viewer Eia Dk drives
- uGﬂmtEEDdLSlmt
5': - g Genenic 5E5 Disk Support
i“'ﬂmﬁﬂum Ca "Genens SES Dak Support
.-J_'..:St-:ra-uc iy Beneric SE5 Disk Support
ii! Sarver uﬂﬂd&ﬁ.m:
b Badap M) Generic SES Disk Support
= Dk t o [FTESVA F&0-1830 Mut-Path Disk Device
g TFTESWA F60-1630 Multi-Path Disk Device
g Manchor 4425000 ATA Device
2 S swae
i Windows Server Badup
= Refresh |
Craate Vel
Attach VHD I
All Tasks ¥
Y 2 L dDisk 1
&R
Helpy
LiDesk 2
Basic
10,00 GB
Ol
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Hesithy (Syztem, Boot, Page Fle, Activ || | Hesithy (Logical Drive)

2000 GB

ofine | T

_ Properties .

L aDesk 2 —
Basic —-mmm {H:)

410,20 GB 410,20 GB NTFS
Healthy (Frimary Parition)

Fh

Left click on the mouse to select a disk, and then right click to dis-
play the Online command.

® (T Task Scheduer 1]
I+ Windioves Frewal with Adve
15, Senites L= Disk 0 .
WMI Condrol Bazc () {oe)
" gmwwﬁm 2337668 50.85 GB NTFS 182.67 GB
o 55 Storage Orline Healthy (System, Boot, Page Fle, Active, Crash Dump, F || Healthy (L
i Windews Server Badup
& Disk Management sk 1 1
Lrknecem
500.00 GB 500,00 GB
oo T
COrfine
Dk
Urknowr  Propertes
500,00 -
Offine Help:
Helo |
Lppeskz
Linknrem
500.00 GB £00.00 GB
Offine | Unalocated
Hein

Next, right click the mouse to display and execute the Initialize Disk

command.
1l

i nitialzeDisk ﬂ%
_<Disk 0 it |
Bt [ Womi moust indsabze a disk bafore Logical Disk: Manager can access L.
23376 G Sedect disks:
e ) Dl 1 |
Disk 1 1 —
500,00 G8
Hat Intiakzed Uise the inlowing pasition style for the selscted daks:

— ¥ MBR {Master Boot Record) f————
L Disk 2 |N © GPT (GLAD Pariion Table) |
Uninown |
500,00 G8 Mata: The GPT partition styls is nol recognined by all pesvious versions. of
Offine | i ‘Windaws. & is recommendad for diskes [arger than 2TE, or disks usad on
Help

0K Cancel
. " [ | |
sosks —
500,00 G8 £00,00 G
Oiffine | § | Unalocabed
-]
L I
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Proceed with the procedure by following the onscreen instructions.

4]

L_uDisk 0

Basic (c) (D:)

233.75 GB 50.88 GB NTFS 182.87 GB NTFS
Online Healthy (System, Boot, Page File, Active, Crash Dump, F §| |Healthy {Logical Drive)
L uDisk 1

Basic

500.00 GB 500.00 GB =TT

Orline Unallocated MNew Simple Volume...

MNew Spanned Volume...

New Striped Volume. .. I
CiDisk 2 I ., virored Voume... [

Unknown
500,00 GB 500.00 GB Mew RAID-5 Yalume, ..
Offline i Unallocated Propertios
Help ape
Help

“3IDisk 3 . ___ ]

Unknown

500.00 GB 500.00 GB
Offiine | i Unallocated
Help

ey

Right click the mouse on an unallocated partition to create a new
simple partition.

Follow the instructions provided by the Partition Wizard to com-
plete the procedure.

ll New Simple Volume Wizard |

Welcome to the New Simple
Volume Wizard

This wizard helps you create a simple volume on a disk.

A simple volume can only be on a single disk.

To continue, click Next.

¢ Back Nexd > Cancel |

New Simple Volume Wizard x|

Specify Volume Size

Choose a volume size that is between the maxdmum and minimum sizes.

Maximumn disk space in MB: 511957
Minimum disk space in MB: 2

Simple wolume size in MB:

« Back Mext = Cancel
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H New Simple Volume Wizard 5]

Assign Drive Letter or Path
For easier access, you can assign a drive letter or drive path to your parttion.

i + Assign the following drive lstter:
1 € Mount in the following empty NTFS folder:

F s
Erawze. . |

" Do not assign a drive letter or drive path

< Back Next > Cancel |

H New Simple Volume Wizard |
| Format Partition
To store data on this partition, you must format it first.

! Choose whether you want to format this volume, and f so, what settings you want to use.

Do not format this volume

; ¥ Fomat this volume with the following settings:

File system: |NTFS =]
i Allocation unit size: IDe‘fal.llt j
| Volume label: INew Volume

[V Perform a quick format
™ Enable file and folder compression

< Back Next > Cancel |

i New Simple Volume Wi x|

! Completing the New Simple
Volume Wizard

You have successfully completed the New Simple Volume
Wizard.

You selected the following settings:

WYolume type: Simple Volume -
Disk selected: Disk 1

Wolume size: 511397 MB

Drive letter or path: F:

File system: NTFS

Allocation unit size: Default

Yolume label: New Volume LI
Cnirke frmmat- Yea

To close this wizard, click Finish.

< Back I Finish I Cancel
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Managing LUNs on
Linux

Below are example shell commands for managing LUNs in a Linux
environment.

[root@rh53-admin ~14# /etc/init.d/multipathd
restart

Stopping multipathd dae-
mon: [FAILED]
Starting multipathd dae-
mon: [ OK 1]

[root@rh53-admin ~]# cd /proc

[root@rh53-admin  procl# /etc/init.d/multipathd
restart

Stopping multipathd dae-
mon: [ OK ]
Starting multipathd dae-
mon: [ OK ]

[root@rh53-admin proc]#
[root@rh53-admin procl# cat partitions

major minor #blocks name

8 0 78150744 sda
8 1 104391 sdal
8 2 78043770 sdaz
8 16 20971520 sdb
8 17 10482688 sdbl
8 32 20971520 sdc
8 33 10482688 sdcl
8 48 20971520 sdd
8 49 10482688 sddl
8 64 20971520 sde
8 65 10482688 sdel
253 0 73891840 dm-0
253 1 4128768 dm-1
253 2 20971520 dm-2
253 3 10482688 dm-3

[root@rh53-admin proc]#
[root@rh53-admin ~]1# 1s
anaconda-ks.cfg install.log scsidev-2.37

Desktop install.log.syslog scsidev-
2.37.tar.tar

[root@rh53-admin ~1# cd /

[root@rh53-admin /]# 1ls

bin dev home lost+found misc net proc sbhin srv tftpboot usr
boot etc lib media mnt opt root selinux sys tmp var
[root@rh53-admin /]1# cdd home/

bash: cdd: command not found

[root@rh53-admin /]# cd home/

[root@rh53-admin homel# 1s

1.4 peggy SANWatch 2.1.a.06

[root@rh53-admin homel# cd 1.4/
[root@rh53-admin 1.4]1# 1s

README virtuall.4.tar.gz
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Virtual 1.4 Release Note.txt
Virtual Linux 1.4 PVR.txt

[root@rh53-admin 1.4]# tar -xzf virtuall.4.tar.gz
[root@rh53-admin 1.41# 1s
README Virtual 1.4 Release Note.txt
Virtual Linux 1.4 PVR.txt
virtuall.4 virtuall.4.tar.gz
[root@rh53-admin 1.41# cd virtuall.4
[root@rh53-admin virtuall.4]# 1s
INSTALL LICENSE objs UNINSTALL virtuald
[root@rh53-admin virtuall.4]# chmod 777 INSTALL
[root@rh53-admin virtuall.4]# ./INSTALL

DRIVER DISCLAIMER

PLEASE CAREFULLY READ THE FOLLOWING TERMS AND
CONDITIONS

BEFORE YOU USE OR LOAD THIS SOFTWARE:

1. This driver software is created by Advantech and is provided
“as is” and Advantech cautions users to determine for them-
selves the suitability of the software version.

2. Advantech disclaims any express or implied warranty, relating
to sale and/or use of Advantech products, including, liability
or warranties relating to fitness for a particular purpose, mer-
chantability or infringement of any patent, copyright or other
intellectual property right.

3. Advantech assumes no responsibility for loss of use, loss of
data, equipment malfunctions, or damages arising from the
installation or use of this software. In no event is Advantech
liable for any loss of profit or commercial damages including,
but not limited to, indirect, special, incidental, consequential,
or other damages.

4.  Advantech reserves the right to revise or change the software
at any time, without notice.

[ ] Brands, product names and website addresses herein are
trademarks or registered trademarks of their respective own-
ers.

[ ] If problems arise with the use of this software, please visit our
website at www.advantech.com.tw or contact our technical
support team at http://www.Advantech.com/support/.

By loading or using the software, you agree to the above dis-
claimer.
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Accept? (Y/N): y

Install virtual Driver for Kernel 2.6.18-128.el5
./INSTALL: line 67: insserv: command not found
call depmod

Load module...

load virtual for dm

Starting virtual:

[root@rh53-peggy virtuall.4]# modinfo virtual

filename: /1lib/modules/2.6.18-128.el5/ker-
nel/drivers/virtual/virtual.ko

version: 1.4

author: Advantech Inc.

license: GPL

srcversion: B890F953F061460C34430B9

depends: scsi_mod

vermagic: 2.6.18-128.el15 SMP mod unload 686
REGPARM 4KSTACKS gcc-4.1

parm: masterTarget:charp

parm: cacheCoverSizeInGB:int

parm: cachePercentage:int

[root@rh53-peggy virtuall.4]# cd /proc
[root@rh53-peggy procl# cat partitions

major minor #blocks name

8 0 78150744 sda
8 1 104391 sdal
8 2 78043770 sdaz
8 16 20971520 sdb
8 17 10482688 sdbl
8 32 20971520 sdc
8 33 10482688 sdcl
8 48 20971520 sdd
8 49 10482688 sddl
8 64 20971520 sde
8 65 10482688 sdel
253 0 73891840 dm-0
253 1 4128768 dm-1
253 2 20971520 dm-2
253 3 10482688 dm-3
8 80 2015231 sdf
8 81 2015200 sdfl
231 0 10482688 wvirtuall

[root@rh53-admin procl# reboot
[root@rh53-admin ~]# cd /proc

[root@rh53-admin procl# cat partitions

major minor #blocks name
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8 0 78150744 sda
8 1 104391 sdal
8 2 78043770 sda2
8 16 31457280 sdb
8 32 31457280 sdc
8 48 31457280 sdd
8 64 31457280 sde
253 0 73891840 dm-0
253 1 4128768 dm-1
253 2 31457280 dm-2
231 0 31457280 virtualO

[root@rh53-admin procl#

[root@rh53-admin ~]# cd /proc
[root@rh53-admin procl# cat partitions

major minor #blocks name

8 0 78150744 sda
8 1 104391 sdal
8 2 78043770 sda?2
8 16 31457280 sdb
8 32 31457280 sdc
8 48 31457280 sdd
8 64 31457280 sde
253 0 73891840 dm-0
253 1 4128768 dm-1
253 2 31457280 dm-2
231 0 31457280 virtualO
[root@rh53-admin procl# mkfs -t ext. /dev/
virtualO

mkfs.ext.: No such file or directory

[root@rh53-admin procl# mkfs -t ext3 /dev/
virtualO

mke2fs 1.39 (29-May-2006)

Filesystem label=

OS type: Linux

Block size=4096 (log=2)

Fragment size=4096 (log=2)

3932160 inodes, 7864320 blocks

393216 blocks (5.00%) reserved for the super user
First data block=0

Maximum filesystem blocks=0

240 block groups

32768 blocks per group, 32768 fragments per group
16384 inodes per group

Superblock backups stored on blocks:

32768, 98304, 163840, 229376, 294912,
819200, 884736, 1605632, 2654208,

4096000
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Writing inode tables: done

Creating journal (32768 blocks): done

This filesystem will be automatically checked
every 20 mounts or

180 days, whichever comes first. Use tune2fs -c
or -1 to override.

[root@rh53-admin procl#

[root@rh53-admin procl# mount /dev/virtualO /mnt/
vV

[root@rh53-admin procl# cd /mnt\/vv
[root@rh53-admin vv]# 1ls

lost+found

[root@rh53-admin vv]#

[root@rh53-admin ~]# cd /proc
[root@rh53-admin proc]# cat partitions

major minor #blocks name

8 0 78150744 sda
8 1 104391 sdal
8 2 78043770 sdaz
8 16 41943040 sdb
8 32 41943040 sdc
8 48 41943040 sdd
8 64 41943040 sde
253 0 73891840 dm-0
253 1 4128768 dm-1
253 2 41943040 dm-2
231 0 41943040 virtualO

[root@rh53-admin procl# fdisk

Usage: fdisk [-1] [-b SSZ] [-u] device
E.g.: fdisk /dev/hda (for the first IDE disk)
or: fdisk /dev/sdc (for the third SCSI disk)

or: fdisk /dev/eda (for the first PS/2 ESDI
drive)

or: fdisk /dev/rd/c0d0 or: fdisk /dev/ida/c0dO
(for RAID devices)
[root@rh53-admin procl# fdisk -1
Disk /dev/sda: 80.0 GB, 80026361856 bytes

255 heads, 63 sectors/track, 9729 cylinders
Units = cylinders of 16065 * 512 = 8225280 bytes
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Device Boot Start End Blocks

Id System

/dev/sdal * 1 13 104391
83 Linux

/dev/sda2 14 9729 78043770

8e Linux LVM

Disk /dev/sdb: 42.9 GB, 42949672960 bytes
64 heads, 32 sectors/track, 40960 cylinders
Units = cylinders of 2048 * 512 = 1048576 bytes

Disk /dev/sdb doesn't contain a valid partition
table

Disk /dev/sdc: 42.9 GB, 42949672960 bytes
64 heads, 32 sectors/track, 40960 cylinders
Units = cylinders of 2048 * 512 = 1048576 bytes

Disk /dev/sdc doesn't contain a valid partition
table

Disk /dev/sdd: 42.9 GB, 42949672960 bytes
64 heads, 32 sectors/track, 40960 cylinders
Units = cylinders of 2048 * 512 = 1048576 bytes

Disk /dev/sdd doesn't contain a valid partition
table

Disk /dev/sde: 42.9 GB, 42949672960 bytes
64 heads, 32 sectors/track, 40960 cylinders
Units = cylinders of 2048 * 512 = 1048576 bytes

Disk /dev/sde doesn't contain a valid partition
table

Disk /dev/dm-2: 42.9 GB, 42949672960 bytes
255 heads, 63 sectors/track, 5221 cylinders
Units = cylinders of 16065 * 512 = 8225280 bytes

Disk /dev/dm-2 doesn't contain a valid partition
table

[root@rh53-admin procl# cd /home/
[root@rh53-admin homel]# 1s

1.4 peggy SANWatch 2.1.a.06
[root@rh53-admin homel# cd 1.4/
[root@rh53-admin 1.41# 1s

README Virtual 1.4 Release Note.txt
Virtual Linux 1.4 PVR.txt

virtuall.4 wvirtuall.4.tar.gz
[root@rh53-admin 1.4]# cd virtuall.4
[root@rh53-admin virtuall.4]# 1s

INSTALL LICENSE objs UNINSTALL wvirtuald vir-
tual. ko

ASR-53001 Series SANWATCH User Manual 172



[root@rh53-admin virtuall.4]# chmod 777 UNINSTALL
[root@rh53-admin virtuall.4]# ./UNINSTALL

uninstall /lib/modules/2.6.18-128.el5/kernel/
drivers/virtual

[root@rh53-admin virtuall.4]# cd /pro

bash:

cd: /pro: No such file or directory

[root@rh53-admin virtuall.4]# cd /proc

[root@rh53-admin proc]# cat partitions

major minor #blocks name

8

© 0 0O O o

253
253
253

0 78150744 sda
1 104391 sdal
2 78043770 sdaz
16 41943040 sdb
32 41943040 sdc
48 41943040 sdd
64 41943040 sde
0 73891840 dm-0
1 4128768 dm-1
2 41943040 dm-2

[root@rh53-admin procl#

Managing LUNs on
Solaris (Enabling
iSCSI initiators)

[ ] Required Solaris iSCSI Software and Hardware
Solaris iISCSI software and devices

The Solaris10 1/06 or later release for Solaris iISCSI initia-
tor software

The Solaris10 8/07 or later release for Solaris iISCSI target
software

The following software packages:

SUNWiscsir—Sun iSCSI Device Driver (root)
SUNWiscsiu—Sun iSCSI Management Utilities (usr)
SUNWiscsitgtr—Sun iSCSI Target Device Driver (root)
SUNWiscsitgtu—Sun iSCSI Target Management Utilities
(usr)

Any supported NIC

To verify the availability of initiator and target service:
Become super user.

Verify that the iISCSI software packages are installed.

# pkginfo SUNWiscsiu SUNWiscsir

System SUNWiscsir Sun iSCSI Device Driver (root)
System SUNWiscsir Sun iSCSI Management Utilities (usr)
Verify that you are running a Solaris10 1/06 or later
release.

Confirm that your TCP/IP network is setup by telneting an
iISCSI target using port 3260.
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B Configure iSCSI Target Discovery

Become super user.

To configure the target device to be discovered dynamically

or statically, see the instructions below.

Configure the device for dynamic discovery (SendTargets).

— # iscsiadm add discovery-
addressl10.0.0.1:3260

— The iSCSI connection is not initiated until the discovery
method is enabled. See the next step.

Configure the device for static discovery.

— # iscsiadm add static-config
eui.5000ABCD78945E2B,10.0.0.1

— The iSCSI connection is not initiated until the discovery
method is enabled. See the next step

Enable the iSCSI target discovery method by executing one

of the following:

— For devices configured to be dynamically discovered
(SendTargets), enable the Send Targets discovery
method.

— # iscsiadm modify discovery --sendtargets
enable

— For devices configured to be statically discovered, enable
the static target discovery method.

— # iscsiadm modify discovery --static enable

Create iSCSI device links for the local system.

— # devfsadm -i iscsi

11.7

If data is held in database forms, all data must be flushed into the storage subsystem
before any backup operation. The DB Flush module in SANWatch supports auto-
matic flushing.

DB Flush is compatible with the following databases:

E  SQL
B Microsoft Exchange
m  Oracle

For more information regarding configuring out-of-band flushing on the host side,
refer to the section titled “Configuring Out-of-Band Flushing.”

Go To SANWatch Home > Device sidebar > Device List > device name >
Logical Volumes > LV name > Partitions > Tasks section

Step 1: Activating the Click on the Flush link in the Tasks section.

STy
DB Flush Agent &L.,‘_rf _ Advanced Settings

i
an; Reclaim, Flush and Unassign
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The Flush Settings window will appear.

Flush

Select a data host agent for out-othand flush settings.

Agent IP Address «

05 v

‘ Disk «

J

] [ Remove

J

DBFush | |

Close

Click “Add” to add a setting. In the Flush Agent Setting, enter the
host agent IP address, select the OS type, and enter the following
in the Disk field:

[ ] For Windows, the Disk ID (the “1” in “Disk 17, for example)

B For Linux, /dev/ID (such as /dev/sdb in the above case)

B For Solaris, /dev/dsk/ID (such as /dev/dsk/sdb in the above

case)

Out-of-Band Flush Setting

Agent IP Address

03

Disk

|Windnws

|
[]

Hint: Disks are used to specify the volume in a
host. Inwindows, a numeric index will appear. In
other O, itwill appear in a directory format such

x

[ |

[

0K

l [ Cancel

l

A list of flush agents will appear. Select the target item for out-of-

band flushing.
Agent IP Address 0SS « Disk
19216853 Windows 1

Click “DB Flush”. The DB Flush Agent setting screen will appear.

DB Flush Agent Settings

Canfigure the database for flushing the data during data service operations.

Connected Host IP Address:

— Cluster Settings

127.0.0.1

[~ Enable Cluster Support: |H05t d
IP Address of Secondary Node: | |
r— DB Flush Settings
Index « Twpe « ‘ DB Hame DB Server

‘ Enable « }il

El

Add

J [

Edit

] [ Delete ]

7 Enahla Flich | an

x

-

=

0K ] [ Cancel

l
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Step 2: Enabling Changing the database clustering settings will reset other DB Flush
Database Clustering Agent settings.

Database clustering refers to the storing of sequential rows of a
database table on a disk. This boosts database performance for
server-centric database systems because the server can perform
database operations by directly accessing the disk.
To enable database clustering, check the Enable Cluster Support
checkbox and select “DB Cluster”. To add another node, select
“Host” and enter the IP address.

Cluster Settings

v Enable Cluster Suppart: Host j

IP Address of Secaondary Bode:
i DB Cluster

Step 3: Enabling Flush Enable the flush log to initiate the following:
Log B Eventlogs for clustered nodes to be stored on the machine.
B Events to be reported in the following locations:
Windows: Event Viewer
Linux: /var/log/messages
Solaris: /var/adm/messages

Step 4: Configuring Click “Add”. The DB Flush setting window will appear.

Database Flush Add DB Flush Settings
Settings

Saelect the database connection parameters for the data lush task.

DB Type: Sl Server j
DB Server Marme:

Listen Port: 1433

DB Mame:

OB Administrator;
Fasswiord:

Flush Cperation: Enahble j

Enter the parameters and click “OK”.

The new database flush setting will appear in the DB Flush Agent
screen.

Click “OK” and close DB Flush Agent.
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Parameters

DB Type

Specifies the database from Oracle, SQL
Server, and MS Exchange.

DB Server Name

Specifies the user-defined name of the data-
base server.

DB Listen Port

Specifies the network port (default 1433) that
is monitored by the database listener (a soft-
ware that manages the network traffic
between the database and client).

DB Name

Specifies the user-defined name of the data-
base.

DB Administrator

Specifies the database administrator user
name. Enter a system administrator login
name. Access permission for the SA name
can be disabled when configuring the data-
base security level. By disabling “SA” access,
users must login as the Windows Administra-
tor to access a database system.

DB Password

Specifies the database password.

Enable DB Flush

Allows database flushing of cache memory to
a local file before taking snapshot images.
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Chapter 1 2

Working with
Snapshots



12.1 General Snapshot Rules

Number of Snapshots ®  The maximum number of snapshots in a partition is 1024.

B The maximum number of snapshots in a logical volume is
16000.

B The maximum number of online snapshots (snapshot images
mapped to hosts) is 1024.

Space Concerns

B Space for storing snapshot images is automatically allocated
by the logical volume.

B When a logical volume or pool is created in SANWatch, 30%
of the available space will be reserved. The system notifies
users when more than 70% of the available space is filled.
Ensure there is always sufficient storage space.

B The space required for snapshots depends on how frequently
data is updated.

Space-saving
@ @ Point-in-time,
Copy-on-write methodology

Host /Os Host 1/0s
Source  Snapshot -

Volume Data-to-be-modified

N

Data-to-be-modified

'
i
'
[
'
5
s,

-

T3 T4 Timeline

Only block-level differentials
no full-copy

[ ] Use the prune rule option in the snapshot scheduler window
to limit the maximum number and lifespan of snapshots.

Database Concerns

When taking snapshots for database applications such as Oracle,
use “Group Snapshot” in the scheduler. Users can select multiple
source partitions when creating a snapshot schedule. Using Group
Snapshots ensure the integrity of backup data between database
and log partitions.

What to Evaluate
When Planning

When planning snapshots, evaluate the following concerns:
B How many data changes will occur within the time frame?
B How many snapshots may need to be recovered?

u How long can data losses be tolerated (= how frequently are
snapshots needed)?

Case Study:
Calculating the
Required Space

Here the required data space is calculated based on the following
assumptions:

B 25% of data is expected to change every day.

B A snapshot is taken every day.

u 7 snapshots are necessary for data protection.

B The lifespan of a snapshot is 7 days.
25% data is changed everyday!

‘ Day 1 Day 2 Day 3 Day 4 Day 5 Day 6 Day 7

(N

I snapshot

snapshot| |[snapshot| |snapshot| |snapshot| |snapshot| |snapshot

Source 25%x1 25% x 1 25% x1 25% x1 25%x1 25% x1  25% x1

| Snapshot Schedule (Prune rule set to 7 days, 1 image taken each day)

The required logical partition storage space measures (25% x 1) +
(25% x 1) + (25% x 1) + (25% x 1) + (25% x 1) + (25% x 1) + (25%
x 1) = 1.75 times the source partition size.
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Pruning vs. Purging
Snapshot Images

For effective use of the storage space, two mechanisms known as
pruning and purging are provided for automatically removing older
shapshot images.

Pruning

Pruning refers to removing old snapshot images once certain

threshold specifications are reached or the retention period is

expired. Pruning occurs according to the threshold conditions,

regardless of the availability of storage space. Pruning can be con-

figured when creating snapshot images.

Purging

Purging refers to removing old snapshot images when the used

storage space reaches the threshold (i.e., the available space is

insufficient). Purging continues until the used storage space is

below the threshold setting or all snapshot images are deleted or

marked as invalid (the original data will always remain intact). Purg-

ing can be configured when creating notification thresholds for vir-

tual pools.

Purging takes priority over pruning and is considered a critical

issue for the overall system. When purging occurs, users can apply

either of the following actions:

u Increase the size of the logical volume or pool to expand the
available storage space

B Remove unnecessary data from existing LVs or reconfigure
LVs for more efficient storage

B Increase the pruning threshold (not recommended)

If a snapshot image is marked as invalid during a purging
operation, the image can no longer be used and must be
deleted immediately.
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12.2 Taking Snapshots

Go To SANWatch Home > Device sidebar > Device List > device name >
Logical Volumes > LV name > Partitions > Tasks section
Snapshots can also be executed according to a schedule. For
more information, visit the following location and click the Help icon
at the top-right corner:
SANWatch Home > Device sidebar > Device List > device name >
Schedules
Steps Click on the Snapshot link in the Tasks section.
= _# Snapshot
Take snapshots of this partition, view the profiles of snapshat images, and run
snapshot-related operations.
Select the partition for taking snapshots
Take snapshot on this partiton.
# Take snapshots on selected partitons.
To select other partitions, click the “Take snapshots on selected
partitions” option and specify the partition(s) to take snapshot
images of.
Partition Mame Logical Yolume Name Device ID
¥ Partition 2 Logical Wolume 1 80000
¥ Partition 1 Logical Walume 1 ao0o000
¥ Fartition & Logical Yolume 1 80000
Click “Take Snapshot” to execute.
The snapshot image will be taken immediately and the result will
appear in the list.
™ Index Snapshot Image ID + Name + Activated Time w Map LUN + Description +
1 453409004 3645696 Tue, Mar 26 15:20:07 2013 No
Configuring Select a snapshot image and click “Edit”.
Snapshots Snohshot

Take a snapshotimage ofthis vifual volume and run related tasks _

¥ Index a Snapshot Image ID - Name + Activated Time ~ Map LUN ~ Description +

W1 463A080043645686 Tue, Mar 26 16:20:07 2013 Mo

I Edit [ oeete | Map | [ roback | [ Takesnapshot | [ volumecopy | [  Ciase
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The name and description of snapshots can be changed.
Edit Snapshot

Edit the name and description for this snapshot.

Snapshot Kame:

Description :

| Apply | | Close |

Configuring
Snapshots

Navigate to the partition with the snapshots for modification, and
click “Snapshot” in the Tasks section.

Click “Next”. Check the box next to the snapshot image ID, and
click “Edit”.

[T Index & Snapshot image ID -

w1 BCARETFABT4B2ERRE

Edit the name and description of the snapshot image and click
HOK!!.
Edit Snapshot

Edit the narme and description for this snapshaot.

Snapshot Mame:

Description :

Deleting Snapshots

Select the partition with the snapshots for modification, and click
“Snapshot” in the Tasks section.

Click “Next”. Check the box next to the snapshot image ID, and
click “Edit”.

Click “Delete” and then click “Yes”.

Note

Taking multiple snapshots simultaneously is useful for database
applications that require uniform backups of multiple partitions.
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12.3 Recovering a Source Partition from a Snapshot
(Rollback)

If a source partition is rolled back to a specific state, all images must remain intact
because data is stored in sequential snapshot images. The example below shows a
source partition with three daily snapshots. To rollback to Day 1, all three images
must be intact and available for reference in order to reconstruct past data.

25% data is changed everyday!

‘ Day 1 Day 2 Day 3 Day 4
snapshot Fnaps hot| snapzshot | snapshot
Source Yo % 1 Yo %1 5% x1 25% x1

| Snﬁshat Sche%le {Prunfrule set to 7 days, 1in

data changes

blocks to be overwritten

Go To SANWatch Home > Device sidebar > Device List > device name >
Logical Volumes > LV name > Partitions > partition name > Tasks
section

Steps If a partition is mapped, the partition must be unmapped before it

can be rolled back using a snapshot image.

Click “Snapshot” in the Tasks section.

Click “Next” and select the snapshot image to rollback to.
Click “Rollback”, and click “Yes” in the confirmation dialog.
The source partition will be rolled back.

The process can take up to several minutes depending on the size
of the source partition.

Users can re-establish host LUN mappings for the source partition.
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Note on Rollback
Timing

If a snapshot image is used to rollback a source partition, any and
all snapshot images taken after that image will be erased. In the
example below, the snapshot image taken at 11:00 will be erased
because the source partition it referred to was replaced by an
image taken at 10:00.

Source
volume
: 10:00
) —_—
11:00
Snapshot images
Source
volurme
- 10:00
L € .
Rollback 10
‘ veeen e This Image
& abandonad!
Snapshet images
Source
velume 8:00
i 10:00
L «—
After Rollback

12.4 Mapping a Snapshot Image to the Host

The mapping process is twofold. After mapping a snapshot in SANWatch, users must
assign a drive letter to the snapshot in the host computer environment.

SANWatch Home > Device sidebar > Device List > device name >

Go To
Logical Volumes > LV name > Partitions > partition name > Tasks
section

Steps Click “Snapshot” in the Tasks section.

Click “Next” and check the box next to the snapshot image ID.
Click “Map”.
The Host LUN Mapping window will appear. The process is the
same as that for mapping a partition to a host. For detailed instruc-
tions, go to
B SANWatch Home > Device sidebar > Device List > device
name > Logical Volumes > LV name > Partitions
Click the Help icon at the top-right corner, and search for
“Mapping/Unmapping Partitions or Virtual Volumes to Host”.
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Assigning a Drive Before accessing data in the snapshot, the snapshot must

be

Letter to the Snapshot assigned a drive letter. The procedures for assigning a drive letter

in a Windows Server environment, are provided below.

1. When an image is mapped, the image appears as a new
drive.

Ll Computer Management

ST |
=) Fie Acton Yiew window Help NS
e - | BIm(@2mEEXEE
[ =] Computer Management (Local) volume [ Layout | Type | File system | status [Capacky | Fres Space | o Fres | Fauk Tolerancs | Overhead
=1 G System Tools = Prttion Basic Heakthy 499.09GB 4999968 100% Mo 0%

F1-(g) Event Viewsr (Soata () Partiion Basic NTFS Healthy 50.00GB 220G 4% Mo 0%
Shared Folders (Slocal Disk(Ch)  Parthion Baskc NTFS Healthy (Systew) 30.00G8  17.58GB  S8% Mo 0%
Local Users and Grouns |y yolume (Fr) Partiion Basic  NTFS Healthy 43,9965 OMB 0% Mo 0%
gPﬁ'f”""a”(mg“"d*“é'“ (St tolme (&) Partiion Basic NTFS Heakhy woEGE a902GE 9% Mo o
Devee Harager (SIvPz_vi (M) Partiton Basic NTFS Healthy 499.99GE 480.47GE 92% Mo 0%
= & storage
Removable Storage
I Dick Defragmenter
Disk Management
1 services and Applications
SDisk 2 &l

Basic New voll  OPE
49.08 GB 499868 Explore
rline Healthy

Mark Partition a5 Active

piskc 3 g Drive Letter and Paths. .
Basic vP2_vv1

499,99 B e M
©rline. Healthy  pelete Partition,

ZPDisk + Broperties
Basic
495,93 GB
onine

ICD-ROM O
DVD (D2}

Ho Media

‘ | »] | B Priary patiion I Estended pariion [ Free space I Logeal dive

2. Right click on the disk and select the “Change Drive Letters
and Path” option.

3. Click “Add” in the prompt.
Change Drive Letter and Paths for 511993 B Fin 2=l

Allow access o thiz volume by using the following diive letter and paths:

Add... Ehatge,.. | Bemove |

4. Select the drive letter and click “OK”.

Add Drive Letter or Path : el B

Add a new drive letter or path for 511933 ME Primary partit.....

i #ssign the following drive letter:

™ Mount in the following empty MTFS folder:

I | - I
I Browze, . |
] 4 I Cancel |

5. The data in the snapshot should be accessible.
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12.5 Recovering a Database Volume from Grouped
Snapshots

The procedure below is based on a simple configuration. That is,
two virtual volumes presented to the host, one as a data volume
and the other as a log volume for an SQL server.

Background

i B Attach Databases ill___'l. O] x|
 Selectapage | D L5 Seript - LY Help
|| & General
Databases to attach:
| DF File Location | Database ... | Attach &g | Chwner | Status | Message |
 GiATestDB. mdf .| TestDB TestDB 330735..
Add... BRemove |
'TestDB"' database details:
Original File Mame I File Type I Current File Path Message |
 Connection [ e J0E ETeBd e
o TestDB.Idf Log F:A\TestDB.Idf an
Server e
localhosty
Connection:
9307863E SVANAdministrator
A View connection properties
I -
=' Add Catalog,. | Femave |
1 Ready
oed|
4

Go to SANWatch Home > Device sidebar > Device List > device
name > Data Hosts > Tasks section
Click “DB Flush Agent”.

&

Select a host for configuring database flushing, and click “Next”.

Step 1: Configuring
SANWatch

DB Flush Agent
Configure the database flush setting of a host with an agent.

Host Hame

IP Address

PC152

17227 112 60

Click “Add”. A configuration prompt will appear.

DB Type: | SaL Semver v |

DB Server Name:  [172.27.112.60 |
Listen Port: |1433 |
DB Name: |testDEI |
DB Administrator: |53 |
Password: |
Flush Operation: | Enable v |

Configure the parameters, click “OK”, and wait for the configuring
progress to complete.

Open SANWatch Manager and create a snapshot schedule.
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Select the database type from Oracle, SQL,
Parameters DB Type and MS Exchange. P

DB Server Name Shows the IP address of the in-band server.

Specifies the database listen port. A default

Listen Port .
value is given.

DB Name Specifies the name of the database.

Specifies the name of the database adminis-

DB Administrator trator. A default value is given.

Specifies the password for the database

Password administrator.

Flushes the database when a snapshot
Flush Operation image is taken. To enable this procedure,
check this option.

Step 2: Rollback Here the database is assumed to be corrupted and must be recov-
Snapshot Images ered to a certain point.
Stop the database service. In Microsoft SQL server, right click and
select “Stop”.
= lﬂ ||:ll-E|||'||:lS|:I, (S0L Server 10.0.1600 - 9 2
L4 Databs Connect... B
: . 1
'_'.‘ e Disconneck I
[ Server [
4 Replicy Register...
[_d Manag
I_% S0L 5e Mew Query
Ackivity Monikbar
Skart
Skop
Pause

In SANWatch Manager, unmap the database volume.

Refer to the section titled “Recovering a Source Volume from a
Snapshot (Rollback)” for more information.

12.6

‘To create a volume copy, at least one snapshot image must be available.

Go To SANWatch Home > Device sidebar > Device List > device name >
Logical Volumes > LV name > Partitions > partition name > Tasks
section

Steps Click “Snapshot” in the Tasks section.

Click “Next”, check the box next to the snapshot image ID, and
click “Volume Copy”.
Follow the instructions.
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12.7 Making Backups of Snapshot Images

This section explains the three methods for making backups of snapshot images
using tape storage and/or volume copy/mirror functions.

Using Tape Backup

Snapshots are saved to tape media during system low time.

ey

Snapshots

{Sourc

Logiéal N
part.

July 08, 0230

July 10, 0310

E July 12, 0150

Using Volume Copy

After snapshot images are taken, the images are copied to another
location using the volume copy function.

\Source e
- Target
Logical e E July 08, 0230 g " 4 I\___g____,
part. . gantt® "‘ao‘PY Logical
s f% July 10,0310 ® * \,0\\.“'“9 part.
— _E —3 July 12, 0150
Snapshot
as
source
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Using an Snapshots can be saved (mirrored) to a remote location using the
Asynchronous Mirror asynchronous mirror function. The other backup methods, such as
tape media, can be used in remote site situations.

. Completion time
as
\\Source}lllllllllllllllllllllb { Snapshots

—— Async. Mirror R
Logical LOglcal July 08, 0230

part. part.
ﬂ EJUI)‘H),DCHG
— Emwz.mu
| |
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Chapter 1 3

Working with
Schedules



13.1 Introduction

Device hedule

- ] Name = LV Naime =
[ Device List DefaLlt Growp

E}fm Storage =] Mew Schedule 1
£ Logical valumes
- Drives
T Channels
B Data Hosts
) schedules

Type » Last Run = Last Result = Hext Run =
Take SI, Interval < = Tue, Apr01 05...

in subsystems

Edittviewr Schedule

Eaﬂ-. Create Schedule Delete Sehedule
L] + Schedule a task for 2 data host =0 that it runs automstically Remove an existing scheduled task.

. % ackup ! Restore
S i Eciit the parameters of an existing scheduled task ﬁ Backup or restore schedule settings to or from a data host

This chapter describes how to create a scheduled task (snapshot, volume mirror) and

backup or restore schedule settings.

13.2 Viewing Schedules

Go To SANWatch Home > Device sidebar > Device List > device name >
Schedules
View The list of scheduled tasks will appear in the Schedule List section.
Name « LV Name a Type
E Media Scan Schedule 1 = Media Scan
E Media Scan Schedule 2 = IMedia Scan
E Iedia Scan Schedule 3 = IMedia Scan
E Mew Schedule 1 Logical Volume 1 (78C15... Take Snapshot, Interval

Parameters Name

Shows the name of the scheduled task.

LV Name

Shows the name of logical volume where the
scheduled task is executed.

Type

Shows the type of the task (snapshot, volume
mirror, remote replication, and tiered migra-
tion) and associated parameters.

Last Run

Shows the date and time when the scheduled
task was last executed.

Last Result

Shows the result of the last execution of the
scheduled task.

Next Run

Shows the date and time when the scheduled
task will be next executed.
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13.3 Creating Schedules: General Rules

Go To SANWatch Home > Device sidebar > Device List > device name >
Schedules > Tasks section
Steps Click “Create Schedule” in the Tasks section.

% Create Schedule

Schedule atask for & data host 2o that it runs automatically in subsystems.

Select the schedule option.
Create Schedule

Select the type of scheduled task you want to add.

® 3Snapshot
Yolume Mirrar
Create a Tiered Migration Schedule

Media Scan

Changing the IP
Address

Scheduled asynchronous volume mirroring will fail if the remote IP

(host server IP for in-band or subsystem IP for out-of-band)

changes between (a) and (b).

B (a) When the volume pair is created

B (b) When the scheduled asynchronous volume mirror begins

Ideally, the IP address should remain fixed after the volume pair is

created. However, if the IP address must be changed, follow the

steps below.

1. Restart SANWatch.

2. Rediscover or add a new IP address manually.

3. Open SANWatch Manager from the subsystem using the
updated IP address.

4.  Remove the existing schedule.

5. Synchronize/asynchronize the volume pair to fix the broken
link caused by changing the IP address.

6. Create a new schedule with the updated IP address.

The remote IP address can be changed from the firmware after a
volume mirror (remote replication) pair is created. However, this will
break the remote pair. To remove a broken pair, the target must first
be unassigned in SANWatch.

Changing the remote IP after a remote replication pair is created is
not permitted in SANWatch. To change the IP, first unassign the tar-
get volume of the remote replication pair. After changing the IP,
reassign the pair by syncing/asyncing it manually.
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13.4 Taking Snapshots by Schedule

Notes B The interval between two snapshots must be 10 minutes or
more.
B |f a snapshot taking process takes longer than the interval,

the next snapshot will be abandoned and the first snapshot
will be completed instead.
u If multiple schedules occur simultaneously, both schedules

will fail.
Go To SANWatch Home > Device sidebar > Device List > device name >
Schedules
Steps Click “Create Schedule” in the Tasks section.
Select Snapshot and click “Next”.
Create Schedule

Select the type of scheduled task you want to add.

{* Snapshot

Check the box next to the device that contains the partition(s) for
snapshotting and click “Next”.

Create Sch

edule

Select the devices to take snapshot schedules.

Device Name

Device ID

=

80000

Select partition(s), and click “Next”.
Create Schedule

Configure the target of the scheduled task.

Partition Name Partition 1D
v Partition 2 GBESFSR061EFFI6F3
[w Partition 1 ABTD2D2C29356F02
[ Partition B 1920010F4TESE3E

Input the schedule parameters.

Schedule Mame

Source:

Start Date:

Start Time:

Prune Rule

|New Schedule 1

Partition 2 (665F 58061 EFFI6F3), Partition 1 (5B702D2C29356F02), Partition 6 (192001 0F47E963E1)

mMA1/2013 il End Date: | 01/11/2013 T Repeat

& Daily
 Recurting Days ofWeek [~ sun ™ Mon [~ Tue [T wed [T Thu [~ Fri[~ Sat

= Recurring Days of Manth Set Days

W once

& Purge Snapshot Images By Retention Period
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Parameters

Schedule Name

Enter a name for the snapshot schedule.

Source

Shows the selected source for the snapshot.

Start/End Date

Specifies the duration of this schedule. To
configure, click the part to be configured (for
example, the year). If there is no stop date,
check the “Repeat” option.

Daily/Recurring
Week Day/Recur-
ring Days of the
Month

Specifies the recurrence of this schedule.

Daily

If the “Daily” checkbox is selected, the sched-
uled task will be executed every day.

& Daily

Weekly

Select the days on which the scheduled task
will be executed.
& Recurring Days of YWeek [ Sunb Mon ™ Tue [~ wed W Thu ™ Fri[” Sat

Monthly
Click “Set Days”.

& Recurring Days af Manth | Set Days |

Select the days of each month on which the
scheduled task will be executed.

Select the days in each month when the scheduled task is activated

M rz 3 4 s re 7z re r9g 1o
C1 r12 P13 T14 15 16 D17 T18 19 20
21 D22 023 C2M2s [ Ma7 C28 D29 T30
(mfji

| oK | | Cancel |

Start/End Time

Specifies the start and end hour/minute of the
scheduled task.

Start Time: 15 =49 =

End Time | 23 j: 54 j

Configure the interval (frequency) using
options from the drop-down list.

Backup BEvery| 1 Hour j

If the task is only executed once, check the
“Take Once” option. The task will be executed
at the set start time.

Start Tirre: 15 =49 |
¥ Take QOnce
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Specifies the snapshot storage amount (snap-
shot image count) or period (retention period).

Prune Rule: & Purge Snapshot images By Retention Period

Keep images for the following period

€ Purge Snapshot Images By Image Count
Keep images within the Tollowing numkber. 266

Click “Next” and confirm the summary set-
tings, then click “OK”.
Summary

Confirm the summary of the created schedule.

Schedule Type: Snapshot
Selected Target: Partition 2
Schedule Settings:
Prune Rule Name: MNew Schedule 1
Start Date: 2014/8/5
End Date: 2014/8/5
Repeat: Daily
Start Time: 1138
End Time: -
Once: Yes
Backup: -
Prune Rule: By Retention Period:7 Weeks

The snapshot schedule should appear in the
Schedule List section.

emeEs LV Hame «

E Mew Schedule 1 Logical Volume 1 (78C15...
gzﬁz;tll:l'lgélr;::ﬁ:ng Click the Help icon at the top-right corner and look for “Backing Up
Tasks P or Restoring Schedule Settings”.

13.5 Creating a Volume Mirror by Schedule

Note At least one volume mirror pair must exist to create a volume mirror
schedule task. Go to SANWatch Home > Device sidebar > Device
List, click the Help icon at the top-right corner, and look for a sec-
tion titled “Creating a Volume Mirror” for more information about
volume mirrors.

Go To SANWatch Home > Device sidebar > Device List > device name >
Schedules > Tasks section

Steps Click “Create Schedule” in the Tasks corner.
The list of tasks will appear. Check “Volume Mirror” and click
“Next”.

Create Schedule

Selectthe type of scheduled task you want to add.

Snapshot

= ‘Yolume Mirror

Create a Tiered Migration Schedule

Media Scan
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The list of volume mirror pairs will appear. Select a pair and click
“Next”.

‘The sync point can be located inside the target volume.

[ Configure the sync point inside the target volume (target snapshof).

- Available Volume Mirror Pairs
Hame « Type Priority

«| RemoteMirror 2 - (Volume Set Lost) High

The schedule parameters will appear.

Create Schecule

Schedule Settings
Canfigure the schedule parameters,

Schedule Name: Schedule 1

Starl Date: 03/26/2013 Gt End Date: 03/26/2013 T Repeat
 Daily
" Recurting Days of Week I~ Sunl™ Maon [~ Tue [~ Wed [T Thu [T Fri[T Sat
& Recurring Days of Month \ Set Days \

Start Time 15 B iES | EndaTime|23 [ AE =

[ Take Once
Backup Ewvery| 1 Hour j

Prune Rule: % Purge Snapshot Images By Retention Period
Keep images for the following period: 7 Weeks j
" Purge Snapshot Images By Image Count
Keep images within the following number: 1024
Step 3 of 4 [ Back ) [ Next ) [ Cancel
Parameters Enter the name of the scheduled task.
Name Schedule Mame: Schedule 1

Specifies the duration of this schedule. To con-

figure, click the calendar icon and select the
Start/End Date date.

If there is no end date, check the “Repeat”

option.

Specifies the recurrence of this schedule.

Daily

If the “Daily” checkbox is selected, the sched-

uled task will be executed every day.
Daily/Recurring Weekly
Week Day/
Recurring Days
of the Month

Select days on which the scheduled task will be
executed.

Monthly

Click “Set Days”.

Select the days of each month on which the
scheduled task will be executed.

Specifies the start and end hour/minute of the
scheduled task.

Configure the interval (frequency) using the
options in the drop-down list.

If the task is executed only once, check the
“Take Once” option. The task will be executed at
the specified start time.

Start Time/End
Time
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Click “Next’. A summary of the scheduled task will appear.
Create Schedule

Summary
Canfirmm the summary of the created schedule.

Schedule Type: Snapshot
Selected Target: Wirtual Volume 2
Schedule Settings:

Marme: Schedule 1

Start Date: 201353726

End Date: 201353026

Repeat: daily

Start Time: 15:49

End Tirme: --

Take Once: fes

Backup: --

Frune Rule: firme: T Weeks

Click “OK”. The scheduled task will appear in the list.

Hame Type

E Schedule

Take 5, Interval

Changing the IP
Address

Scheduled asynchronous volume mirroring will fail if the remote IP

(host server IP for in-band or subsystem IP for out-of-band)

changes between (a) and (b).

B (a) When the volume pair is created

u (b) When the scheduled asynchronous volume mirror begins

Ideally, the IP address should remain fixed after the creation of a

volume pair. However, if a volume pair must be changed, follow the

steps below.

1. Restart SANWatch.

2. Rediscover or add a new IP address manually.

3. Open SANWatch Manager from the subsystem using the
updated IP address.

4.  Remove the existing schedule.

5. Synchronize/asynchronize the volume pair to fix the broken
link caused by the changed IP address.

6. Create a new schedule with the updated IP address.

The remote IP address can be changed from the firmware after a
volume mirror (remote replication) pair is created. However, this will
break the remote pair. To remove a broken pair, the target must first
be unassigned in SANWatch.

Changing the remote IP after a remote replication pair is created is
not permitted in SANWatch. To change the IP, first unassign the tar-
get volume of the remote replication pair. After changing the IP,
reassign the pair by syncing/asyncing it manually.
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13.6 Creating Tiered Data Migration by Schedule

This feature is only available when one or more logical volumes residing in multiple
tiers exist in the subsystem.

Go To

SANWatch Home > Device sidebar > Device List > device name >
Schedules > Tasks section

Steps

Click “Create Schedule” in the Tasks section.

The list of tasks will appear. Select “Create a Tiered Migration
Schedule” and click “Next”.

Selectthe type of scheduled task you want to add.

Snapshot
Yolume Mirror
# Create a Tiered Migration Schedule

Media Scan

The list of tiered logical volumes or pools will appear. Select one
and click “Next”.

Selectthe logical volume for the scheduled tiered migration task.

Name « ID -

Logical Volume 1 T62FAFEB148BFADT

The schedule parameters will appear.

Create Schedule

Configure the schedule parameters -

Schedule Name: MNew Schedule 1
Source: Partition 1 (47CF54A26690F2342), Partition 3 (1FF9BB774A64BCD4), Partition 2 (2758F1817DCBEDGC)
Start Date: 08/15/2014 [ End Date: |08/15/2014 #H [ Repeat
® Daily
Recurring Days of Week Sun [| Mon ] Tue [ Wed [ Thu (] Fri[_] Sat
Recurring Days of fortnight Sun | Mon | Tue | Wed | Thu (| Fri[_| Sat

Recurring Days of Month Set Days
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Parameters
Name

Enter the name of the scheduled task.

Schedule Marme: Schedule 1

Start/End Date

Specifies the duration of this schedule. To con-
figure, click the calendar icon and select the
date.

If there is no end date, check the “Repeat”
option.

Daily/Recurring
Week Day/
Recurring Days
of the Month

Specifies the recurrence of this schedule.
Daily

If the “Daily” checkbox is selected, the sched-
uled task will be executed every day.

Weekly

Select the day on which the scheduled task will
be executed.

Monthly
Click “Set Days”.

Select the days of each month on which the
scheduled task will be executed.

Start Time/End
Time

Specifies the start and end hour/minute of the
scheduled task.

Configure the interval (frequency) using the
items in the drop-down list.

If the task is executed only once, check the
“Once” option. The task will be executed at the
specified start time.

Click “Next”. A summary of the scheduled task will appear.

Create Schedule

Summary

Canfirmm the summary of the created schedule.

Schedule Type: Snapshot
Selected Target: Wirtual Volume 2
Schedule Settings:

Marme: Schedule 1

Start Date: 201353726

End Date: 201353726

Repeat: daily

Start Time: 15:49

End Time: -

Take Once: Yes

Backup: --

Frune Rule: fime:7 Weeks

Click “OK”. The scheduled task will appear in the list.

Hame

E Scheduled

Type

Take Sl, Interval
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13.7 Scanning Disk Drives by Schedule

Go To

SANWatch Home > Device sidebar > Device List > device name >
Schedules > Tasks section

Steps

Click “Create Schedule” in the Tasks section.

The list of tasks will appear. Check “Media Scan” and click “Next”.
Create Schedule

Select the type of scheduled task you want to add.

Snapshot

Volume Mirrar

Create a Tiered Migration Schedule

#® Media Scan

The front view of the device will appear. Select the drives to be

scanned.
Destination Type: | Select Member Drives of Logical Drive ¥ ‘
RAID
L] L) ) (] Slot Size
— | — —
° t, e © <1 363TB
— | — —
e e e e v 2 363TB
— — — —
) 3 363TB
L] L) ) )
o4 363TB
L] L) ) )
1 L 1 L ) 5 3683TB
L] L) ) )
— — — — 46 363TB
7 26378 | .
B Select Member Drives of a Logical Drive: Click a drive that

belongs to a logical drive in the front panel, and all member
drives (including local spare drives) of that logical drive will be
selected.

Select All Logical Drives: All drives that are members of logi-
cal drives will be selected.

All Global/Enclosure Spare Drives: Only global/enclosure
spare drives will be selected.

All Assigned Drives: All drives that are part of a logical drive,
logical volume, and partition will be selected.

All Eligible Drives: All healthy drives, regardless of whether
part of a logical drive, will be selected.

Click “Next”. The schedule parameters will appear.
Create Schedule

Configure the schedule parameters.

Cantroller time: 2014-8-6 11:50:20

Start Date:

Start Time: |g v |:|U v |
Options | Execute on Controller Initialization

Execute on All Target Elements at Once

F'riority| MNormal '|
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Parameters Start Date/Start  Specifies the start date, start time, and period
Time/Period of this schedule.

Choose whether to scan

B When the controller is initialized

B Alldrives at once (if the priority is set to
“high”, scanning will be conducted rapidly
but the system performance may be

Options affected)

Options [ Execute on Controller Initialization

[~ Execute on All Target Elernents at Once

F'rioriw| High ;l

Click “Next”. A summary of the scheduled task will appear.
Create Schedule

Summary
Confirm the summary of the created schedule.

Schedule Type: Media Scan
Select Target: Select Member Drives of Logical Drive
Schedule Settings:
Start Date: 2014/8/6
Start Time: 00:00
Scan Every: Execution Once
Options:

Execute on Controller Init... Mo
Execute on All TargetEle... Mo
Priority: Marmal

Click “OK”. The scheduled task will appear in the list.

13.8 Editing/Deleting Schedules

Go To SANWatch Home > Device sidebar > Device List > device name >
Schedules > Tasks section

Editing a Schedule Click “Edit/View Schedule” in the Tasks section.
!H_! Edit'View Schedule

".

f“;"'j Edit the parameters of an existing scheduled task.

A list of the scheduled tasks will appear. Highlight the task to be
edited and click “Next”.

For scheduled tasks related to media scans, users can only click
“View” to review summary information.

Selectthe scheduled task. _

Schedule Name LV Name Type
Media Scan Schedule 3 = Media Scan
Mew Schedule 1 Logical Valume 1 (6AFDETSE3FTFCBD1) Take Snapshot, Interval
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The schedule parameters will appear. These parameters are the
same as those configured when the scheduled task was created.
Reconfigure the parameters and click “Next”.

Schedule Narme: ‘New Schedule 1 |
Source Partition 2 (EE5SFSB0E1EFFAEF 3), Partition 1 (SB7D2D2C29356F02), Partition 6 (192001 0F47EAB3E1)
Start Date: 0141142013 x| End Date: |01/11/2013 i [T Repeat

& Daily

" Recurring Days of Week [~ Sun[™ Mon [~ Tue [~ Wed [T Thu [~ Fri[~ Sat

 Recurring Days of Month

¥ Once

Frune Rule:  Furge Snapshot Images By Retention Period

A summary of the scheduled task will appear.
Summary

Confirm the summary of the created schedule.

Schedule Type: Snapshot
Selected Target: Partition 2
Schedule Settings:

Mame: Mew Schedule 1

Start Date: 2014/8/5

End Date: 2014/8/5

Fepeat: Daily

Start Time: 11:38

End Time: -

Once: Yes

Backup: -

Prune Rule: By Retention Period:¥ Weeks

Click “OK” to close. The scheduled task will reappear in the list.

Hame LV Hame a

FEH New Schedule 1 Logical Volume 1 (FBC15._.

Deleting a Scheduled
Task

Click “Delete Schedule” in the Tasks section.

A list of scheduled tasks will appear. Highlight the task to be
deleted and click “Delete”.

The selected task will be removed from the list.

203 ASR-5300I Series SANWATCH User Manual




13.9

Users can save schedule configurations to a local file or import existing settings to
the subsystem. This feature is useful for moving a RAID environment from one sub-
system (or controller) to another.

To use this feature, SANWatch must be connected to the subsystem via an in-band
connection, and at least one backup schedule (snapshot or mirror) must exist.

Go To SANWatch Home > Device sidebar > Device List > device name >
Schedules

Backing Up Settings  Click “Backup” in the Tasks section.

Backup ! Eestore
Backup or restore schedule zeftings to or from a data host.

A list of available hosts will appear. Highlight a specific host
and click “OK”.
Backup

Selectthe data host for backing up the schedule settings.

Host Name IP Address

Management Host 172.28.10.110

The scheduled tasks settings will be exported as a zip file for
download to a computer.
|) schedule_setting_172.28.10.110.zip

Restoring Settings Click “Restore” in the Tasks section.
A list of available hosts will appear. Highlight the host and click
“Browse”.

Select the settings file (*.zip) from a local folder. The settings will be
uploaded and restored on the selected host.

Note The configuration data is in a proprietary format and packed in zip
format (*.zip). When importing configuration data, do not unpack
the zip file. Instead, select and import the original zip file.
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Appendix A

TCP/IP and UDP Port
Assignments



A1

The following ports are provided for manually configuring secure access to SAN-
Watch. If management access must span protected networks, users should contact
their network administrators.

Software 58630 SSL port for connecting RAID subsystems.
58632 Non-SSL port for connecting RAID subsystems.
58641 Port for receiving automatic discovery
responses.
Management Host 58634 Port for receiving requests from the notification
Agent manager.
Port for redundant configurations when synchro-
58635 L
nizing the management host agent.
58641 Port for receiving automatic discovery
responses.
Port for receiving requests for port access to
58699 SANWatch.
In-Band Data Host SSL port for a console to connect to the data
58630
Agent host agent.
58632 Non-SSL port for a console to connect to the
data host agent.
58640 Port for receiving automatic discovery requests.
VSS Agent 58650 Port for receiving VSS requests.
MPIO Agent 58670 Port for receiving MPIO requests.
UDP Port 58640 Should be enabled for all modules.
Assignments 58641 Should be enabled for all modules.
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